
R E S E A R CH AR T I C L E

Generating keyphrases for readers: A controllable
keyphrase generation framework

Yi Jiang1,2 | Rui Meng3 | Yong Huang1,2 | Wei Lu1,2 | Jiawei Liu1,2

1School of Information Management,
Wuhan University, Wuhan, Hubei, China
2Information Retrieval and Knowledge
Mining Laboratory, Wuhan University,
Wuhan, Hubei, China
3School of Computing and Information,
University of Pittsburgh, Pittsburgh,
Pennsylvania, USA

Correspondence
Wei Lu, School of Information
Management, Wuhan University, Wuhan,
Hubei, China.
Email: weilu@whu.edu.cn

Funding information
Key Project of the National Natural
Science Foundation of China,
Grant/Award Number: No.72234005

Abstract

With the wide application of keyphrases in many Information Retrieval

(IR) and Natural Language Processing (NLP) tasks, automatic keyphrase pre-

diction has been emerging. However, these statistically important phrases are

contributing increasingly less to the related tasks because the end-to-end learn-

ing mechanism enables models to learn the important semantic information of

the text directly. Similarly, keyphrases are of little help for readers to quickly

grasp the paper's main idea because the relationship between the keyphrase

and the paper is not explicit to readers. Therefore, we propose to generate key-

phrases with specific functions for readers to bridge the semantic gap between

them and the information producers, and verify the effectiveness of the key-

phrase function for assisting users’ comprehension with a user experiment. A

controllable keyphrase generation framework (the CKPG) that uses the key-

phrase function as a control code to generate categorized keyphrases is pro-

posed and implemented based on Transformer, BART, and T5, respectively.

For the Computer Science domain, the Macro-avgs of P@5, R@5, and F1@5 on

the Paper with Code dataset are up to 0.680, 0.535, and 0.558, respectively. Our

experimental results indicate the effectiveness of the CKPG models.

1 | INTRODUCTION

As important metadata summarizing the core contents of
a document, keyphrases are intended to index a docu-
ment and enable readers quickly to find it and identify
whether or not it is relevant to their specific needs or
interests, which can also help to improve the visibility
and influence of the documents (Gbur & Trumbo, 1995;
Hartley & Kostoff, 2003; Turney, 2002). Meanwhile,
because of their high importance and abstractness in the
documents, keyphrases are also regarded as a suitable
representation of topics, concepts, and knowledge, and
are widely used for topic evolution study, knowledge
mining, information retrieval, text summarization, and
other NLP tasks (Cheng et al., 2020; Firoozeh et al., 2020;
Hernandez-Castaneda et al., 2020; Hu et al., 2019;

K. Lu & Kipp, 2014; W. Lu et al., 2019, 2021; Sesagiri
Raamkumar et al., 2017; Sun et al., 2020; Yang
et al., 2022; Yoon et al., 2018). Owing to the importance
and good performance of keyphrases regarding these
tasks, automatic keyphrases prediction, including key-
phrase extraction and generation, based on different algo-
rithms, has attracted extensive attention (Çano &
Bojar, 2019; Hasan & Ng, 2014). However, with the devel-
opment of NLP technologies, especially deep learning,
the role of keyphrases is becoming increasingly less obvi-
ous in these related tasks. The neural network model can
produce a semantic representation of the important infor-
mation in the text using the end-to-end learning mecha-
nism, which is far more useful and valuable for the task
than the statistical importance that keyphrases can pro-
vide. The same applies to readers. Simply using phrases
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that are of higher importance is insufficient to enable
readers to grasp the main idea of the paper quickly,
because the semantic information is more important for
their comprehension. It seems that keyphrases, at pre-
sent, can contribute little to either the downstream tasks
or serving readers. As a result, the necessity of key-
phrases and automatic keyphrase prediction, to some
extent, appears debatable. Moreover, some publishers,
journals, and conferences no longer require authors to
provide keyphrases for their papers, such as Wiley,
JASIST, ACL, and AAAI. Thus, it is time to reconsider
the value of keyphrases. From the start, keyphrases were
intended to serve readers first and foremost. Meanwhile,
as a vital medium of scientific knowledge dissemination,
scientific papers, along with their keyphrases, are pro-
duced to enable researchers to share their ideas and find-
ings. Hence, more attention should be paid to the
meaningful role that keyphrases may play in assisting
readers' comprehension and, at the same time, the task of
automatic keyphrase prediction should also be re-
examined from the perspective of helping readers to
understand papers.

One important reason why keyphrases perform unsat-
isfactorily in terms of assisting readers' comprehension is
that, under the current keyphrase schema, keyphrases
are regarded as equal, and authors do not provide any
information about the relationship between the key-
phrases and the paper apart from simply stating the key-
phrases themselves. As shown in Figure 1, the kinds of
“role” boundaries between keyphrases are explicit to the
author but implicit to readers; that is, the keyphrases'
information received by readers is incomplete. To some
extent, there is a semantic gap between authors and
readers regarding keyphrase comprehension. Authors,

the most common keyphrase annotators of academic
papers, are better able to comprehend each keyphrase
than readers, for they understand the role of each key-
phrase clearly, but whether or not readers can make
sense of the key points of the paper quickly and accu-
rately via reading the keyphrases alone largely depends
on the semantics of these short phrases. Regretfully, not
all keyphrases are able to convey their full message in a
specific context. For the keyphrase example in Figure 1,
we might guess that both “Neural Machine Translation”
and “Image Retrieval” are the main research tasks, for
image retrieval is indeed a common task. However,
“Image Retrieval” is the core technique of the proposed
“Universal Visual Representation” method. In addition,
for those with little domain knowledge, making sense of
what acronyms such as “WMT” and “BLEU” mean in the
paper might be challenging, and they might even mistake
the dataset “WMT” as a subtask of Machine Translation.
Under these circumstances, reading keyphrases is clearly
no longer an effective or efficient way to grasp a paper's
main ideas quickly, as it is difficult to distinguish a key-
phrase's specific meaning purely from the phrase itself,
particularly within a short time. Clearly, the semantic
gap between readers and authors is the main obstacle to
readers’ rapid comprehension and also a major drawback
regarding the current keyphrase schema.

Unlike keyphrases, entities have their own phrases
and entity categories to which they belong, such as:
research question, research method, dataset, and evalua-
tion metric (Hou et al., 2019; Jain et al., 2020; Luan
et al., 2018). They have clearer semantics, for the entity
label clearly informs readers what kind of knowledge
resource they are and what role they play in the paper.
Several researchers point out that identifying the

FIGURE 1 Information differences related to keyphrases between authors and readers.
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semantic roles of scientific concepts can answer some
questions quickly, such as “what methods were proposed
or improved for solving a particular problem?” (Gupta &
Manning, 2011; Tsai et al., 2013; W. Lu et al., 2019).
Inspired by these views, we suggest labeling keyphrases
with their specific function, like “Term Function” in
Cheng (2015), to highlight the relevance of the core con-
tent and the keyphrase. This will make it far easier for
readers to understand the main topic of a study within a
short time. For example, given exact keyphrase functions,
we would no longer feel confused about the role of
“Image Retrieval,” which would increase our comprehen-
sion of acronyms, such as the dataset “WMT” and the
metric “BLEU.” Even if we desire more detailed informa-
tion, we could also find relevant resources in the docu-
ment as soon as possible according to their role.

In this study, we propose to generate keyphrases with
specific functions to help readers quickly understand the
main idea of a paper. Firstly, a user experiment is con-
ducted and the results show that keyphrases with func-
tion labels are really useful in assisting readers'
comprehension. Then, we propose an end-to-end frame-
work, the controllable keyphrase generation framework
(the CKPG), which uses the keyphrase function as a con-
trol code and generates keyphrases for the specified cate-
gory. To verify the effectiveness and feasibility of the
CKPG, we take the Compute Science (CS) domain as an
example and summarize a keyphrase function schema
that divide the CS keyphrase function into five categories:
Field, Task, Method, Dataset, and Metric. Further, we
implement CKPG models based on Transformer
(Vaswani et al., 2017), BART (Lewis et al., 2019), and T5
(Raffel et al., 2020), respectively. A dataset with similar
keyphrase function categories based on papers extracted
from the Paper with Code (PwC) is constructed. Experi-
ments are conducted on this dataset and satisfactory per-
formance is achieved. What's more, the proposed CKPG
method shows its superiority when compared with the
two-stage extraction method.

In the remainder of this article, we first review the
related work in Section 2 and conduct a user experiment
in Section 3. Then, we introduce the CKPG framework in
Section 4, and describe the experiment in Section 5. Our
discussion is presented in Section 6. Finally, Section 7
concludes the article.

2 | RELATED WORK

2.1 | Term function in scientific texts

Term function refers to the semantic role that a term or a
phrase plays in a scientific text, revealing the specific

aspect of the paper to which the term or phrase is rele-
vant (Cheng, 2015; W. Lu et al., 2019). Different from bib-
liometric methods, identifying the term function by
analyzing the scientific text itself can help to identify on
which topic or task a paper focuses, what materials and
methods are used, and other typical research questions
(Augenstein et al., 2017; W. Lu et al., 2019; Tsai
et al., 2013). Many methods have been proposed to recog-
nize those important academic terms with certain func-
tions. Kondo et al. (2011) used machine learning to
extract the “Head,” “Method,” and “Goal” from research
papers' titles based on the structure of the title. Later,
Nanba et al. (2010) constructed a system which can rec-
ognize the application of elemental “Technologies” and
their “Effects” in research papers and patents, providing
a useful tool for researchers to grasp the outline of the
technical trends in a certain field. Based on semantic
extraction patterns, Gupta and Manning (2011) extracted
the concepts of “Focus,” “Technique,” and “Domain”
from the abstract to characterize a research work. Tsai
et al. (2013) identified and categorized the scientific con-
cepts as a way to understand the research literature of a
scientific community in depth, and proposed an unsuper-
vised bootstrapping algorithm to recognize the two cate-
gories of concepts, “Technique” and “Application.”
Cheng (2015) constructed a term function framework for
an academic text, in which the term functions were clas-
sified into domain-independent and domain-specific. The
domain-independent term function, including “Ques-
tion” and “Method,” was proposed from the perspective
of the common process of scientific research, while the
domain-specific term function differed from domain to
domain; for example, for Computer Science, it was
“Tool,” “Data,” or “Evaluation metrics,” whereas, for
Mathematics, it could be “Theorem,” “Inference,” or
“Formula.” Using this framework, two methods based on
conditional random fields and machine learning to rank
were established to recognize the domain-independent
term functions. Jiang et al. (2021) also applied the
“Research Questions” and “Research Methods” of papers
to improve the performance of the keyphrase extraction
models. In SemEval 2017 Task 10, mention-level key-
phrase identification and classification were required and
three keyphrase types (“Process,” “Task,” and “Material”)
were included (Augenstein et al., 2017). Holding the view
that research was a problem-solving activity, Heffernan
and Teufel (2018) regarded descriptions of problems and
solutions as essential elements when describing this
activity and presented an automatic classifier to identify
“Problems” and “Solutions” in scientific texts. In addi-
tion, W. Lu et al. (2019) integrated term functions into
the categories of “Research Topic,” “Research Method,”
“Research Object,” “Research Area,” and “Data,” then
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revealed the patterns of author-selected keywords in sci-
entific papers from the perspective of term function.

Clearly, then, the classification of term functions in sci-
entific texts varies according to the research purpose and
perspective. We are more supportive of defining specific
keyphrase function classification frameworks for specific
domains, as more aspects of research are covered by the
domain-specific classification schema than the domain-
independent schema, so keyphrases with domain-specific
term functions can provide readers with more comprehen-
sive and relevant information, which could help them
quickly to understand the core ideas of the study.

In addition to the above studies, many researchers have
focused on scientific information extraction, in which
“Task,” “Method,” “Metric,” and “Dataset” were common
types for scientific entities (Hou et al., 2019; Jain
et al., 2020; Kardas et al., 2020; Luan et al., 2018). Like term
function, the type of entity could reflect the category of the
resource in scientific texts (C. Zhang et al., 2021). The task
of scientific information extraction is similar to our work,
as we also need to identify the citations and their role in
the paper so the categories of keyphrase functions are simi-
lar to those of scientific entities. However, there remain dif-
ferences between them due to the essential distinction
between entities and keyphrases. Although scientific enti-
ties are relevant to the text, they are too fine-gained and
not all of them reveal the core information of the paper, so
it might be time-consuming to identify a study's focus
based on its entities. On the contrary, keyphrases are more
condensed since they are summarized based on the core
aspects of the text. What's more, keyphrase extraction is far
more challenging (Augenstein et al., 2017).

2.2 | Approaches to automatic keyphrase
prediction

The existing approaches to keyphrase prediction can be cate-
gorized into two groups: extraction-based and generation-
based methods. The majority of the extractive methods con-
sist of two steps. First, a set of phrases is extracted from the
source text as candidate keyphrases with heuristic rules, such
as specific part-of-speech (POS) patterns (Hasan & Ng, 2014).
Then, all candidates are ranked according to their impor-
tance to the text through unsupervised methods, such as TF-
IDF based (Salton & Buckley, 1988) and PageRank based
ranking methods (Florescu & Caragea, 2017; Z. Liu
et al., 2010; Mihalcea & Tarau, 2004; Rose et al., 2010), or
supervised methods, such as KEA, Maui and other models
(Witten et al., 2005; Hulth, 2003; Medelyan et al., 2009;
K. Zhang et al., 2006). These traditional methods can only
extract keyphrases that appear in the source text, and the fea-
tures that they use for ranking the candidate phrases are

simply statistical rather than semantic. In order to overcome
these limitations, Meng et al. (2017) proposed copyRNN
which is an RNN-based generative model that employs an
encoder–decoder framework with a copy mechanism for
keyphrase prediction. Like manual annotating, copyRNN
depends on an understanding of the content and is able to
predict absent keyphrases. Subsequently, the sequence-to-
sequence model became popular and further optimized gen-
erative models were proposed. CorrRNN models the correla-
tion among multiple keyphrases by incorporating coverage
and review mechanisms, and effectively alleviates the dupli-
cation and coverage problems associated with the keyphrase
generation task (J. Chen et al., 2018). W. Chen et al. (2019)
focused on the leading role of the title in the overall docu-
ment, in order to leverage the content of which sufficiently,
they proposed a novel model named the Title-Guided Net-
work (TG-Net) to generate the keyphrases for papers. Luo
et al. (2020) presented SenSeNet to incorporate the meta-
sentence inductive bias toward keyphrase generation. It auto-
matically captured the logical structure of the text and esti-
mated whether a sentence was sufficiently important for the
generation task. Considering the wrong bias introduced by
the predefined order in previous sequence-to-sequence
models, Ye et al. (2021) introduced a new training paradigm,
ONE2SET, without concatenating keyphrases into a
sequence, and a novel model, SETTRANS, to predict a set of
keyphrases in parallel. The methods for automatic keyphrase
prediction are becoming increasingly accurate and efficient.
Nowadays, most of the generative models make extensive
use of the semantic information in the text, but few consider
the keyphrase function, and the keyphrases that they gener-
ate are not differentiated by role. In this study, we aim to
generate keyphrases with exact functions for papers and a
framework using control codes is proposed for this purpose.

3 | USER EXPERIMENT FOR
KEYPHRASE FUNCTION

To examine the effectiveness of the keyphrase function,
we conduct a user experiment to compare the efficiency
and accuracy of readers' comprehension according to the
original keyphrases (phrases only) and the labeled key-
phrases (phrases with function labels). Two doctors
(group A) and two masters students (group B) from the
Information Science domain were invited to participate
in our experiment. Specifically, we gave the original key-
phrases to our participants and asked them to describe
the main idea of the paper in one sentence, like TLDR
(Cachola et al., 2020), based on their comprehension of
the keyphrases. The time spent on each paper was
recorded. What's more, every participant was required to
give a score of 1–5 to assess how certain they felt about
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the topic of the paper. We replaced the original key-
phrases with the labeled keyphrases and repeated the
experiment. Then, the participants evaluated the similar-
ity by giving a score of 1–5 for the two sentences
(TLDR_kp, TLDT_kpf) which they wrote and the TLDR,
title, and abstract of the paper, respectively. It should be
noted that the experiment based on labeled keyphrases
was conducted the following day in order to reduce the
bias of experiment time produced by the second reading.
Twenty Computer Science papers were selected for this
experiment. The results are presented in Tables 1 and 2,
and some cases of the experiment are shown in Table 3.

As shown in Table 1, both the participants with some
domain knowledge (A1 and B1) and without domain knowl-
edge (A2 and B2) spent less time writing the summary based
on keyphrases and their functions (Time_kpf) compared
with that based on the keyphrases alone (Time_kp). All of
the Certainty_kpf scores were higher than the Certain-
ty_kp scores, which means that all of participants felt far
more convinced that what they gleaned from the labeled
keyphrases was closer to the major theme of the paper.
What's more, from the evaluation results in Table 2, we can
see that the sentences based on the labeled keyphrases had
highly similar scores to the gold TLDR (Sim_TLDR_kpf),
title (Sim_Title_kpf), and the abstract (Sim_Abs_kpf),
respectively. That is to say, with the keyphrase function,
users can obtain more accurate semantic information from
the keyphrases, as also indicated by the examples in Table 3.
All of the above results illustrate and confirm the effective-
ness of the keyphrase function in helping readers to grasp
the main idea of a paper more quickly and accurately, and
also indicate the necessity of keyphrase function annotation.

4 | CONTROLLABLE KEYPHRASE
GENERATION FRAMEWORK

4.1 | Task definition

Different from the traditional keyphrase prediction
which only focuses on the phrases themselves, control-
lable keyphrase generation aims to generate keyphrases
with specific functions. In other words, the predicted
results include not only keyphrases, but also the infor-
mation of keyphrase functions, with which the semantic
relationship between keyphrases and core contents of
an academic paper could to be expressed explicitly. Spe-
cifically, suppose the function categories set is
C¼ c1,c2,…,cq,…,cK

� �
, where K denotes the number of

keyphrase functions, for an academic paper A ið Þ, given
the source text X ið Þ ¼ x1,x2,…,xLi where Li denotes the
length of the word sequence of X ið Þ and the target key-
phrase set KP ið Þ ¼ KP ið Þ

c1 ,KP
ið Þ
c2 ,…,KP

ið Þ
cq …,KP

ið Þ
cK

� �
where

KP ið Þ
cq indicates all keyphrases with the function cq and

is defined as the word sequence y ið Þ
1 ,y ið Þ

2 , < sep> ,
y ið Þ
3 ,y ið Þ

4 ,y ið Þ
5 , < sep> ,…,y ið Þ

l cqð Þ，where l cqð Þ is the length of
the sequence and < sep> is used to split each keyphrase.

With a labeled dataset D¼ X ið Þ，KP
ið Þ
cq

n o N

i¼ 1
, the loss

function of our model is as follows:

L θð Þ¼�
XN

1

logp KP ið Þ
cq jX ið Þ;θ

� �
, ð1Þ

where θ contains all model parameters.

TABLE 2 Evaluation results for the similarity between TLDRs written by the readers and the gold TLDR, title, and abstract of the paper.

Participant Sim_TLDR_kp Sim_TLDR_kpf Sim_Title_kp Sim_Title_kpf Sim_Abs_kp Sim_Abs_kpf

A1 1.8 2.7 2.0 3.2 1.7 3.3

A2 1.5 3.4 1.4 3.3 1.1 3.7

B1 2.1 3.3 1.8 3.3 2.1 3.0

B2 2.8 3.5 2.8 4.0 2.8 3.5

Note: The better figures are shown in bold.

TABLE 1 Average time used and

certainty degree for each paper.
Participant Time_kp (s) Time_kpf (s) Certainty_kp Certainty_kpf

A1 276 259.3 3.3 4.6

A2 350 306.3 1.6 3.8

B1 119.9 87.5 2.4 3.4

B2 173.3 139.4 2.9 3.9

Note: The better figures are shown in bold.
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4.2 | Keyphrase function schema

The keyphrase function schema defines the function cate-
gories of keyphrases in a certain domain, based on which
keyphrases with specific functions could be predicted auto-
matically or annotated manually to promote readers' com-
prehension. In this study, we take Computer Science
(CS) domain as an example, and summarize a keyphrase

function schema for it based on the previous research
about term function and combined with our understanding
of the pattern of CS papers. As shown in Table 4, there are
five different functions: Field, Task, Method, Dataset, and
Metric. In particular, considering the differences in the sub-
ject backgrounds of different readers and their various
information needs, we prefer keyphrases that cover the
existing domain knowledge which is vital to the paper, as

TABLE 3 Examples of TLDR_kp and TLDR_kpf written by different participants.

Note: Clearly mistaken keyphrases are highlighted in green.

764 JIANG ET AL.
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well as essential novel knowledge which can bring infor-
mation gains to readers. So, this schema encourages anno-
tators to pay attention to both existing keyphrases and the
new concepts proposed in the paper.

4.3 | CKPG

We introduce CKPG (Controllable Keyphrase Generation), a
simple yet effective method for generating keyphrases with
specific functions. Based on the encoder–decoder frame-
work, the CKPG uses the keyphrase function as a control
code, whose effectiveness for the autoregressive language
models has been shown in (Cachola et al., 2020; Elsahar
et al., 2020; Keskar et al., 2019), and then automatically gen-
erates keyphrases of the specified category. In order to allow
the parameters of the model to learn to generate different
kinds of keyphrases according to the category of keyphrase
function, at the generation time, each data sample

X ið Þ,KP ið Þ� �
is split into K context-keyphrase pairs:

X ið Þ,KP ið Þ
c1

� �
, X ið Þ,KP ið Þ

c2

� �
,…, X ið Þ,KP ið Þ

cK

� �n o
, and for each

data pair X ið Þ,KP ið Þ
cq

� �
, the function cq is appended to the

source text X ið Þ. In this study, cq � <FIELD> , <TASK > ,ð
<METHOD> , <DATASET > , <METRIC> Þ. During
inference, we can generate each category of keyphrase
and then gather them to obtain the complete annotation
result of the paper. Taking the generation flows of Task
and Dataset as an example, Figure 2 shows the concrete
process of the CKPG:

5 | EXPERIMENT

5.1 | Corpora preparation

Keyphrase prediction studies tend to focus on the phrases
themselves and do not require keyphrase functions. As a
result, the existing datasets for keyphrase generation lack
function information and so are irrelevant to our work.
Therefore, we consider using Paper with Code (PwC),1 a
public corpus of Machine Learning papers, to carry out our
experiments. Although PwC is not a formal keyphrase data-
set, like KP20k, it could largely meet the requirements of
our work, for it provides the main tasks, methods, datasets,
codes, and evaluation results, collected from authors' sub-
mitted results of their work, manual annotations of PwC
users, and public leaderboards. This corpus also contains
the paper titles and abstracts, which are widely utilized as
the source texts and have been observed to perform well in
previous keyphrase generation tasks (Meng et al., 2017;
J. Chen et al., 2018; W. Chen et al., 2019).

In this study, we extract the fields, tasks, methods,
datasets, metrics, titles and abstracts from the raw corpus
of PwC, provided that the paper has a full title and
abstract. A total of 6,012 papers were extracted, of which
2,119 included all five categories of “keyphrases,” and the
remaining 3,839 contained only some of them. The aver-
age number of keyphrases per paper in the above five cat-
egories is 5.82, 2.68, 9.06, 2.59 and 2.41, respectively.
Note that PwC does not contain the research fields as we
define them, so we used the “main_collection” of
methods as an alternative.

TABLE 4 Keyphrase function schema for the computer science domain.
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In our experiments, we first randomly select 1,000
papers with full information, half of which are used for
testing and the other half for validation. The remaining
5,012 served as the training set. Then, we split each data
into N tuples of cq,X ið Þ,KPcq

ið Þ� �
, where X ið Þ indicates the

concatenation of the title and abstract. Finally, there are
17,235 tuples for training, 2,500 for testing, and 2,500 for
validation. In addition, we applied 514,154 pairs of source
text and keyphrases of the dataset KP20k (Meng
et al., 2017) to pretrain our Transformer-based model.

5.2 | Implementation details

Five encoder–decoder models were trained based on Trans-
former (Vaswani et al., 2017), BART (Base/Large) (Lewis
et al., 2019) and T5 (Base/Large) (Raffel et al., 2020) with
PyTorch. 2 FairSeq (Ott et al., 2019) and OpenNMT (Klein
et al., 2018) were used to implement Transformer-based
models, and the other models were trained with Hugging
Face. 3 We used KP20k to pretrain the Transformer-based

keyword generation model, named Transformer_KP20k,
and fine-tuned the five models using PwC. The truncation
lengths of the source text and keyphrases sequence were
512 and 128, respectively. The dimension of the hidden
layers of Transformer was set to 512. We pretrained Trans-
former_KP20k for 300,000 steps with a dropout rate of 0.1
and fine-tuned it on the PWC dataset for 10,000 steps. For
the remaining four models, the number of fine-tuning epoch
was 10. The Adam (Kingma & Ba, 2015) algorithm was used
to optimize our models. The initial learning rate and batch
size of T5-Large-based model were 1e-4 and 2, and those of
other models were 3e-5 and 8. The warmup ratio was set to
0.1. Regarding inference, the beam size was 16 and the max-
imum length of the prediction keyphrases sequence was 40.

5.3 | Evaluation metric

The Precision (P), Recall (R), and F-measure (F1) were
employed to evaluate the CKPG's performance. Following
the standard definition, the F-measure is computed based

FIGURE 2 The CKPG framework (the generation process for Task and Method).
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on Precision and Recall, wherein Precision is the number
of correctly-predicted keyphrases (NCorrect) over the num-
ber of all predicted keyphrases (NPred), and Recall is the
number of correctly-predicted keyphrases over the total
number of the target keyphrases (NGold). All of the above
evaluation metrics are defined as Equations (2)–(4). In
addition, Porter Stemmer was utilized for preprocessing
when determining whether two keyphrases matched.

P¼NCorrect

NPred
, ð2Þ

R¼NCorrect

NGold
, ð3Þ

F1 ¼ 2�P�R
PþR

: ð4Þ

5.4 | Results

P@5, R@5, and F1@5 were used to evaluate the perfor-
mance of our models. Tables 5–7 present the scores of

each model on different metrics, where underlining indi-
cates the highest score in a row, bold denotes a highest
score in a column.

From the above results, we can observe that the best
scores are mainly related to Task and Field, and the
larger the scale of the model is, the better the perfor-
mance is. Comparing these five models, the Transfor-
mer_KP20k-based model performs weaker while the
T5-Large-based model performs much better both in
terms of the scores on each category and in terms of the
macro-averaging scores. All the macro-averaging scores
reach 0.287, the best Macro-avgs of P@5, R@5, and F1@5
are up to 0.680, 0.535, and 0.558 respectively, which are
contributed by T5-Large-based model. Overall, the results
indicate that our CKPG models can automatically predict
the keyphrases of the specified function category.

5.5 | Case study

A prediction example is shown in Table 8, in which most
of the correct keyphrases are recalled at the top 5 results.
Although some results are wrong, they are very related to

TABLE 6 Experimental results of the performance of the CKPG on R@5.

Models Field Task Method Dataset Metric Macro-avg

R@5 Transformer_KP20k 0.470 0.632 0.313 0.346 0.502 0.453

T5-Base 0.346 0.622 0.302 0.254 0.206 0.346

Bart-Base 0.486 0.639 0.412 0.382 0.445 0.473

Bart-Large 0.541 0.678 0.435 0.437 0.486 0.515

T5-Large 0.555 0.730 0.464 0.432 0.496 0.535

TABLE 7 Experimental results of the performance of the CKPG on F@5.

Models Field Task Method Dataset Metric Macro-avg

F1@5 Transformer_KP20k 0.337 0.395 0.257 0.183 0.261 0.287

T5-Base 0.375 0.640 0.318 0.259 0.215 0.361

Bart-Base 0.543 0.661 0.453 0.400 0.46 0.503

Bart-Large 0.582 0.663 0.454 0.437 0.495 0.526

T5-Large 0.599 0.744 0.514 0.433 0.500 0.558

TABLE 5 Experimental results of the performance of the CKPG on P@5.

Models Field Task Method Dataset Metric Macro-avg

P@5 Transformer_KP20k 0.396 0.316 0.376 0.144 0.206 0.288

T5-Base 0.518 0.725 0.510 0.307 0.264 0.465

Bart-Base 0.739 0.749 0.637 0.501 0.545 0.634

Bart-Large 0.750 0.707 0.628 0.513 0.566 0.633

T5-Large 0.771 0.812 0.740 0.510 0.566 0.680
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the article, such as “Batch Normalization” (Method) and
“Fine Grained Image Classification” (Task) predicted by
Transformer-KP20k-based model and “Batch Normalisa-
tion” (Method) predicted by T5-Large-based model.
What's more, it can be seen from this case that, in the
predicted results, keyphrases with different functions
have clear boundaries regarding their semantic role, that

is to say, keyphrases with function A will rarely appear in
the prediction list with function B. These results show
that our model can capture the important contents of the
different aspects of the paper according to the categories
and paraphrase them to target phrases with correspond-
ing functions, which also verifies the effectiveness of our
CKPG method.

TABLE 8 An example of predicted results of CKPG models.

Note: The phrases shown in bold are correct predictions and phrases marked * are present in the source text.
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6 | DISCUSSION

6.1 | Data distribution and results

As shown in Tables 5–7, for the five CKPG models, the
ability to generate keyphrases differs between the catego-
ries. When predicting keyphrases related to Task and
Field, especially the former, all these models perform far
better. Therefore, to explain these differences in the
results, additional statistics for each category of the key-
phrase dataset were generated. Table 9 shows the number
of valid and invalid papers in each category depending
on whether the sample contain keyphrases with that
function. The proportion and F1@5 score of the present
and absent keyphrases in the five categories are pre-
sented in Tables 10 and 11, and the vocabulary sizes of

the keyphrases in the five categories, that is, the number
of keyphrases after de-duplication, are listed in Table 12.

From Table 9, we find that, for the whole dataset,
most of samples include keyphrases for Task, Dataset,
and Metric, while less than half of the papers contain
keyphrases related to Field and Method. As shown in
Table 10, Task keyphrases appear most frequently in the
source text, whose average proportion of present key-
phrases is about 0.630. The proportion of Methods key-
phrases is about 0.420, and the remaining kinds of
keyphrases, especially Field, are rarely present in the title
or abstract. Compared with Method, there are far more
data available for Task (5961) than Method (2131), whose
proportion of present keyphrases is the second largest.
For F1@5, Task can exceed Method by 0.322 at most.
Then, compared with Dataset, Task has about the same
amount of valid data, but Task appears in the source text
far more frequently than Dataset, with respective propor-
tions of 0.630 and 0.227. What's more, the maximum dif-
ference of F1@5 between Task and Datasets is up to
0.381. The situation is similar with regard to Metric.
Based on the above statistical results, it appears that Task
has obvious advantages in terms of the volume of valid
data and proportion of present keyphrases, both of which
are vital factors that enable the models to learn the
parameters. From Table 8, we can observe that our
models are able to capture the hidden semantics of the

TABLE 9 The statistics for the valid and invalid papers for

different categories of PwC.

Field Task Method Dataset Metric

Invalid
number

3,883 51 3,881 6 4

Valid
number

2,129 5,961 2,131 6,006 6,008

TABLE 10 Proportion of the present keyphrases and absent

keyphrases in PwC.

Field Task Method Dataset Metric

Present 0.067 0.630 0.420 0.227 0.124

Absent 0.933 0.370 0.580 0.773 0.876

TABLE 11 Present keyphrases and absent keyphrases' prediction performance of the CKPG.

TABLE 12 Vocabulary size of the keyphrases in the five

categories.

Field Task Method Dataset Metric

Vocab size 111 1,208 962 2,876 1,331
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textual content and perform well in terms of predicting
absent keyphrases. Therefore, for Field, although the two
statistical results in Tables 9 and 10 have no advantage,
the vocabulary size is relatively small (111), so the F1

score is also acceptable. As for Method, Dataset, and Met-
ric, all of which have relatively lower F1 scores, the data
for these categories are of average quality overall.

6.2 | Two-stage extraction versus end-to-
end generation

In this section, we compare the performance of two-stage
extraction method and the end-to-end generation
method. As keyphrase extraction models could only
extract keyphrases present in the text and the proportion
of these present keyphrases is not very high (0.289), we
assumed that the accuracy of keyphrase extraction in the
first stage is 1.0 and used all the present keyphrases for
keyphrase function classification. The SVM, KNN, Deci-
sionTree, GBDT, RandomForest, and BERT classifiers
were trained. For the machine learning classifiers, we
constructed five features from the statistical and semantic
perspectives, which were (1) char_number: the number
of characters contained in the keyphrase, (2) word_num-
ber: the number of words contained in the keyphrase,
(3) first_index: the ratio of the position of the keyphrase’
first occurrence to the text length, (4) tf: the frequency of
the keyphrase appearing in the text, and (5) kp_text_simi-
larity: the semantic similarity of the keyphrase and the
text calculated based on BERT (Devlin et al., 2019). For
the deep learning classifier, we treated this task as a sen-
tence pair classification task and fine-tuned the BERT
model using keyphrase-text pairs. The results of the two-

stage extraction and the CKPG results are shown in
Table 13.

As shown in the above results, the CKGP models per-
form better overall. Although we maximize the accuracy
of the keyphrase extraction, the recall of the two-stage
method is much lower than the CKPG. The best F1 score
of the two-stage extraction is 0.437, while that of the
CKPG is up to 0.558. What's more, it should be noted that
the two-stage extraction method could not guarantee a
category-complete result because the candidate key-
phrases might not cover all the categories. Different from
the two-stage method, the CKPG framework is an end-to-
end approach that is able to generate keyphrases for all
categories by specifying the keyphrase function, so that
category-complete prediction results can be obtained.
From this aspect, the proposed CKPG framework is also
superior to the two-stage extraction method.

6.3 | Implications

This study has the following implications. For researchers,
keyphrase functions are not only the metadata that
describe the different semantic relationships between the
keyphrases and the paper, but their category also repre-
sents the divisions of the core aspects of the paper. So, key-
phrases annotated with functions can display important
details about the paper as a whole, which can provide
readers with a comprehensive knowledge profile of it,
enabling them quickly to form a general impression of it
and understand the main contents from an overall per-
spective in a short time. Meanwhile, general and specific
keyphrases are both adopted, so these keyphrases can be
more useful in depicting the topic or theme of the paper
clearly and appropriately based on a general view of the
discipline and a detailed view of the paper itself. Focusing
on each keyphrase, the function can provide readers with
extra information besides the phrase itself, thus helping
readers to understand its meaning more clearly and locate
the relevant details in the text more easily. What's more,
when a keyphrase is a polysemy, the function can aid
comprehension and help readers to identify the key-
phrase's different meanings or roles in different studies,
thus enhancing the comparison and connection of knowl-
edge. When determining whether or not to adopt a
retrieved paper, the keyphrase function can guide the
researcher to find the most valuable keyphrases and make
efficient decisions as quickly as possible. For example,
when researchers need to investigate the evaluation
methods of a task, they can judge quickly whether or not
the task is related to their research without spending
much time on the other keyphrases, and then decide rela-
tively quickly whether the paper is relevant or not.

TABLE 13 Performance of two-stage extraction and end-to-

end generation.

Models Precision Recall F1

Two-
stage

SVM 0.735 0.230 0.329

DecisionTree 0.742 0.230 0.330

KNN 0.728 0.233 0.336

RandomForest 0.750 0.234 0.336

GBDT 0.745 0.235 0.337

BERT 0.972 0.296 0.437

CKPG Transformer_KP20k 0.288 0.453 0.287

T5-Base 0.465 0.346 0.361

Bart-Base 0.634 0.473 0.503

Bart-Large 0.633 0.515 0.526

T5-Large 0.680 0.535 0.558

Note: The best scores of the two strategies are shown in bold, respectively.
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In addition to those possible advantages for
researchers, there are also some potential benefits and
value for downstream tasks. It is easy to cluster key-
phrases based on their function, and then analyze the
development of a scientific community from different
perspectives based on their results, such as analyzing the
evolution of the most popular research problems, the
improvement path of the main technologies, and the dif-
ferences in the evaluation standards of different eras. As
the categories of the keyphrase function of a specific
domain reflect the most important and common aspects
of the research area, an analysis of keyphrases clustered
by function would facilitate the comprehensive develop-
ment of the domain. What's more, there are many knowl-
edge connections between different papers. For example,
studies may propose different methods for the same
research task, and a model can also be applied to solve
various research problems in different papers. If the
papers are annotated with keyphrases and corresponding
functions, these relationships, as mentioned above, can
be extracted and presented according to the co-
occurrence of keyphrases. This makes it possible to ana-
lyze the structures of different kinds of knowledge to
which one certain type of knowledge is related. In addi-
tion, like the Keyword–Citation–Keyword (KCK) net-
work (Cheng et al., 2020), Method–Citation–Method,
Task–Citation–Method, and other citation networks with
the extra semantic relationships might be constructed,
which also provides a fresh avenue for analyzing the
knowledge structure of a discipline. In fact, keyphrases
are automatically classified when annotated with their
functions, which provides sound support for secondary
information organization and great potential regarding
more diverse information services. Faceted information
retrieval could be realized based on the semantic facets of
the paper; that is, the keyphrase functions. Enabling
papers to be accessed and ordered in multiple semantic
ways can help to diversify and personalize the retrieval
process. Moreover, the relationships between the
retrieval results that share the same semantic classes and
intention will become clear, which will help to meet the
users’ information needs more accurately and compre-
hensively. If papers are organized according to the key-
phrase functions, then citation recommendations can be
implemented by category and the recommendations will
become more flexible and refined. Relevant papers
related to a certain aspect could be recommended accord-
ing to the citation intent. That is to say, where papers
related by method are required, papers with relevant
methods would be recommended. Moreover, it is clearly
time-consuming and labor-intensive to annotate key-
phrases manually. The CKPG models implemented in
this study may, to some extent, provide some practical

ideas for automatic keyphrase annotation. In summary,
the novel method for generating keyphrases with specific
functions has a non-negligible role and value in the com-
prehension and application of scientific knowledge.

7 | CONCLUSION

In this article, we identify and analyze the main draw-
back related to the current keyphrases; that is, the
implicit expression of their semantic role, which prevents
readers from quickly understanding the core ideas by
reading them. To address this issue, we propose to gener-
ate keyphrases from the perspective of assisting readers'
comprehension, aiming to provide readers with semanti-
cally complete keyphrases as far as possible and make
the keyphrases an efficient tool for the readers. Before
the formal study, we conducted a user experiment, the
results of which show that the keyphrases with specific
functions do help readers comprehend the paper. Then
the CKPG, a novel keyphrase generation framework
based on the keyphrase function schema, was proposed.
Moreover, we implemented five sequence-to-sequence
models based on Transformer, BART, and T5 respec-
tively, and verified the effectiveness of our CKPG method
on the PwC dataset, which is reprocessed in this study
and contains keyphrases related to Field, Task, Method,
Dataset, and Metric.

There are some limitations to this study. First, the
raw PwC data do not cover every category of keyphrases
as we required, such as Field, and the diversity of key-
phrases in papers is limited, since there are many generic
phrases, which differs somewhat from the ideal key-
phrase dataset. Therefore, it is necessary to construct
high-quality datasets, such as datasets that have been
manually annotated, or collected from future works. Sec-
ond, this study focuses on the keyphrase functions in the
Computer Science domain only and the categories may
not comprehensive enough. Keyphrase categories of
other domains also need to be explored and the schema
summarized for CS domain should be further consum-
mated as well. Finally, the CKPG method concentrates
more on the data and less on improving the model itself,
so building more efficient and robust keyphrase genera-
tion models is an important goal of our future work.
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