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ABSTRACT
Technological advancements have led to increasing availability of
erotic literature and pornography novels online, which can be al-
luring to adolescence and children. Unfortunately, because of the
inherent complexity of these indecent contents and training data
sparseness, it is a challenging task to detect these readings in the
Cyberspace while children can easily access them. In this study,
we propose a novel framework, Joint LearninG Of COntent anD
HuMan AttentioN (GoodMan), to identify indecent readings by
augmenting natural language understanding models with large
scale human reading behaviors (dwell time per page) on portable
devices. From the text modeling viewpoint, the innovative joint
attention trained by joint learning is employed to orchestrate the
content attention and human behavior attention via the BiGRU.
From the data augmentation perspective, various users’ reading
behaviors on the same text can generate considerable training in-
stances with joint attention, which can be effective to address the
cold start problem. We conduct an extensive set of experiments
on an online ebook dataset (with human reading behaviors on
portable devices). The experimental results show insights into the
task and demonstrate the superiority of the proposed model against
alternative solutions.

CCS CONCEPTS
• Human-centered computing → User models; • Computer
systems organization→Neural networks; • Information sys-
tems → Content analysis and feature selection;

KEYWORDS
user modeling, reading behavior, nature language understanding,
neural networks, long text
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1 INTRODUCTION
Children’s curiosity and adolescence’s hormone spike can trigger
their energetic exploration and discovery of sexual information.
Technological advancements, unfortunately, make such information
acquisition much easier than ever before. Increasing accessibility
of such indecent content (e.g. pornography novels and erotic litera-
ture), hidden among massive cyber-readings, exposes young people
to the panorama of a distorted view of human sexuality, which
can threaten their mental and physical health [1, 3]. Efforts need
to be made to detect those readings and create a children-friendly
reading environment [46].

Unlike prior classification problems, indecent (pornography)
text can be highly creative. And, with limited training data, we
can hardly cope with this problem effectively. “He sits up again
and trails a spoonful of ice cream down the center of my body, across
my stomach, and into my navel where he deposits a large dollop of
ice cream ...”, such seductiveness in Fifty Shades of Grey employs
few explicit sexual words. Thus, it can be somehow camouflaged
for classical detecting solutions, e.g., sensitive words based rules
[34, 43] can hardly understand such complex semantics. Similarly,
classical data-driven text models [10, 22, 27, 33] could be employed
to detect suspect text. However, acquiring decent training data to
satisfy machine/deep learning optimization can be expensive.

With an eye-tracking device, we probably find readers’ attention,
or to say reading focuses. Compared with ordinary readings, these
focuses distribute quite differently on indecent text. Readers can
pay additional attention to the seductive content in the reading
and go through the normal sentences quickly [30, 50]. Scholars
won’t surprise if eye-tracking devices can essentially empower
the detection model, while, practically, we cannot afford the eye-
tracking cost of thousands of readers on millions of ebooks.

Reading on personal portable devices, like smartphones and
tablets, is increasingly fashion-forward in recent years. In this
study, we propose an innovative content plus reading behavior
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H[WUHPH�WHPSWDWLRQ�RI�GU\�PRXWK�LQ�WKH�GUXQN�VWDWH��+HU�FKHHNV�ZHUH�URV\��KHU�VRIW� OLSV�VOLJKWO\�VWUHWFKHG��DQG�
VKH�EUHDWKHG�LQ�KHU�EUHDWK��+HU�KDLU�ZDV�PHVV\��DQG�D�VWUDQG�RI�LW�VOLG�DFURVV�WKH�EHDXWLIXO�FODYLFOH��KRRNLQJ�D�
QDXJKW\�EHQG�RQ�KHU�IXOO�EUHDVWV��+HU�VNLQ�ZDV�SLQN�DQG�VRIW��DV�LI�VKH�FRXOG�VTXHH]H�RXW�D�FOHDU�DQG�VZHHW�GULQN��
:HL�'RQJOL�VWURNHG�WKH�FLQQDEDU�PROH�RI�&RQIXFLXV�ZLWK�KLV�LQGH[�ƉQJHU��DQG�WKH�FRUQHUV�RI�KLV�OLSV�EHJDQ�WR�ULVH�
XQFRQVFLRXVO\��$OWKRXJK�KH�GRHV�QRW�IHHO�WKDW�KH�SUHIHUV�UHG��KH�GRHV�OLNH�WKH�FLQQDEDU�PROH�E\�&RQIXFLXV�DQG�
WKH� UHG� KDLU� RI� WKH�ZKLWH� WLJHU��:HL�'RQJOL� VORZO\� OHDQHG� GRZQ� DQG� NLVVHG� RQ�&RQIXFLXV
� OLSV�� JHQWO\� VXFNLQJ��
IHHOLQJ� WKH� VRIWQHVV� RI� &RQIXFLXV�� &RQIXFLXV� VDLG� WKDW� KLV� PRXWK� ZDV� D� ELW� LWFK\�� DQG� DIWHU� KXPPLQJ�
XQFRPIRUWDEO\�WZLFH��KH�SDWWHG�KLP�LQ�WKH�SDOP�RI�KLV�KDQG��WU\LQJ�WR�GULYH�DZD\�WKDW�QDVW\�PRVTXLWR��:HL�'RQJOL�
JUDEEHG�&RQIXFLXV
V�VPDOO�KDQG��SXW� LW� LQ�KHU�KDQG��SUHVVHG� LW�RQ�WRS�RI�KHU�KHDG��DQG�VTXHH]HG� LW��&RQIXFLXV�
VDLG� WKDW� KH� ZDV� LQ� SDLQ�� RSHQHG� KLV� H\HV� VWXSLGO\�� VTXLQWHG� KLV� PRXWK�� DQG� ORRNHG� DW� :HL� 'RQJOL� ZLWK�
GLVVDWLVIDFWLRQ��:HL�'RQJOL� ORRNHG�GLUHFWO\� LQWR�&RQIXFLXV
V�H\HV�DQG�DVNHG���.QRZ�ZKR� ,�DP"��&RQIXFLXV�VDLG�
ZLWK�D�JULQ��ZKLFK�ZDV�FXWH�DQG�FKDUPLQJ��+RZHYHU��WKH�QH[W�VHFRQG��VKH�UDLVHG�DQRWKHU�VPDOO�KDQG��DQG�WRRN�
:HL�'RQJOL
V�IDFH��VWLQJLQJ�ƉHUFHO\��,Q�WKH�PRXWK��KH�VKRXWHG�YDJXHO\���/RRN�DW�WKH�ROG�ODG\�ZKR�ZRQ
W�DFFHSW�\RX�
DV�D� IDLU\���:HL�'RQJOL�KHOG� WKH�VPDOO�KDQG�RI�&RQIXFLXV�DJDLQ�DQG�SUHVVHG� LW�RQ� WRS�RI�KHU�KHDG��DQG�DVNHG�
FROGO\�� �&RQIXFLXV�VDLG��DUH�\RX�:KR"� �&RQIXFLXV�VDLG�ZLWK�D�VPLUN��DQG�VDLG� ORXGO\��� ,� DP�\RXU�PRWKHU�� �:HL�
'RQJOL
V�H\HV�VXGGHQO\�VKUDQN��DQG�WKH�URRP�WHPSHUDWXUH�GURSSHG�WR�]HUR�LPPHGLDWHO\��:HL�'RQJOL�PXVW�DGPLW�
WKDW�KH�KDV�UHDOO\�QRW�EHHQ�VR�DQJU\�IRU�D� ORQJ�� ORQJ�WLPH��+H�ZDQWHG�WR�NLOO�KHU��KH�ZDQWHG�WR�WRUWXUH�KHU��KH�
ZDQWHG�WR�ZDQW�KHU��+H�ZDQWHG�KHU��YHU\�OLWHUDOO\�� MXVW�WR��QRW�WR�JLYH��:HL�'RQJOL�IRUFLEO\�VHSDUDWHG�&RQIXFLXV
�
OHJV�� WKHQ� WRRN� Rƈ� KLV� WURXVHUV� DQG� DWWDFNHG� GLUHFWO\�� ZLWKRXW� SLW\�� 7KLV� PRPHQW� LV� ERWK� WKH� HQG� DQG� WKH�
EHJLQQLQJ��6XƈHULQJ�PDGH�&RQIXFLXV�VREHU�IRU�D�PRPHQW��DQG�VKH�FORVHG�KHU�H\HV�DQG�VKRXWHG���'RQ
W�SXQFK�
PH��'RQ
W�SXQFK�PH��$UH�\RX�P\�PRWKHU"��+H�GLG�QRW�HQFRXQWHU�DQ\�REVWDFOHV�LQ�&RQIXFLXV
V�ERG\��QRU�GLG�KH�
VHH�WKH�UHGQHVV�UHSUHVHQWLQJ�WKH�YLUJLQLW\�RI�D�ZRPDQ��&RQIXFLXV�VDLG�LW�ZDV�QRW�FRPSOHWH�WKLV�FRJQLWLRQ�PDGH�
:HL�'RQJOL
V�KHDUW�WLQJOLQJ��:KR�GLG�VKH�JLYH�KHUVHOI�WR��DQG�WR�ZKRP"����:HL�'RQJOL�FORVHG�KLV�H\HV�VORZO\��WU\LQJ�
WR�FDOP�KLV� MHDORXV\�DQG�DQJHU��+RZHYHU�� WKDW� MHDORXV\�DQG�DQJHU�ZDV� OLNH�D�KXQJU\�ZROI��KROGLQJ�KLV�VRXO�DQG�
ELWLQJ�KLV�ERG\��6LQFH�VKH�PDGH�KLP�KXUW��KRZ�FRXOG�KH� OHW�KHU�JR"� ,I� LW�KXUWV�� OHW� LW�KXUW� WRJHWKHU��:HL�'RQJOL�
WUHDWHG� &RQIXFLXV� UXGHO\�� YHQWLQJ� KHU� DQJHU� RQ� KHU� ERG\�� &RQIXFLXV� VDLG� KH� VHHPHG� WR� HQMR\� WKLV� NLQG� RI�
UXGHQHVV��+H�HYHQ�FOLPEHG� WKH�:HLGRQJ� IHQFH�DQG�VRXJKW�SOHDVXUH�E\�YLUWXH�RI�KLV� LQVWLQFW��:HL�'RQJOL�KDWHG�
H[WUHPHO\��EXW�FRXOG�QRW�OHW�JR�RI�&RQIXFLXV
V�ERG\�
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···

original text with highlights of sensitive parts readers reading behaviors of selected 70 readers summary of human attention

Figure 1: An example of how human reading behaviors (dwell time per page) can provide insight into text understanding.
From left to right, the first part is a children-unfriendly (indecent) text. Sensitive parts in this text are highlighted as blue by
experts for qualitative analysis. The second part and third part present selected 70 reading behaviors, which are dwell-time
distributions of pages per reader. Though reading behavior varies from reader to reader, long-dwell pages are always close
to sensitive parts. Finally, the summary of all reading behaviors is illustrated in the fourth part. And this comprehensive
distribution is related to sensitive parts of the original text.

tracking based model by using finger screen flip data (collected
from portable devices). Unlike eye-tracking with cost and privacy
concerns, recording dwell time of each page can be much easier,
economical, and applicable. While traditional monitors can dis-
play a large amount of textual information, portable device screens
often host much a smaller amount of text, which can be ideal to
characterize human behavior-based attention [5].

As Figure 1 depicts, for the same indecent (pornography) text,
various readers will have different reading focal sentences (spend
a longer time before flipping to the next page) when reading with
portable devices. We hypothesize that these reading behaviors
(dwell time of each page) can offer important potential to differenti-
ate indecent readings from others. In this study, we use “dwell time
for each page” to represent users’ reading behavior. The observa-
tions are listed as follows:

• The focal parts of the same text for different readers could
be quite diverse.

• Reading attention (dwell time for each page) is selectively
allocated in the document rather than uniformly or normally
allocated. People generally focus on the parts they are in-
terested in (e.g., seductiveness in the pornography readings)
and spend less time on, even skip, the other parts.

• In most cases, people tend to spend more time on the “sensi-
tive” parts, which indicates human attention and sensitive
(indecent) content information have a certain consistency.

In this study, we propose a novel framework, Joint LearninG
Of COntent anD HuMan AttentioN (GoodMan), to identify in-
decent content for young readers. In GoodMan, each text can be
augmented to multiple samples associated with different users’
reading attention tracking on portable devices. Then, the enhanced

attention is jointly learned by leveraging the human behavior at-
tention along with the content classification attention. This study
proofs that, when training data is sparse, content-based attention
can be not trustful, and joint attention learning with human reading
behaviors can successfully eliminate the model bias.

From the data augmentation perspective, human reading be-
havior data can be also critical. As aforementioned, following each
individual’s reading behavior, the GoodMan triggers instance gener-
ation by statistically zooming in the most suspicious content in the
target ebook. When thousands of readers explore the same ebook,
the proposed model can successfully address the label sparseness
problem.

Briefly, our main contributions of this work can be summarized
as follows:

• We propose an innovative content plus human behavior
tracking based model by using finger flipping data (dwell
time of each page) on portable devices. The proposed frame-
work, then, is employed to detect indecent ebooks to create
a children-friendly reading environment.

• A joint attention mechanism followed by joint learning is
proposed by creatively integrating classical content based
attention and human behavior based attention, which can
be complementary.

• When a large number of users are reading the same content,
the proposed model can be used for data augmentation with
various flipping dwell time sequences. This mechanism can
be generalized to other NLP problems.

• We collect a large text plus reading behavior dataset to vali-
date the proposed model. Experiment results indicate that
GoodMan outperforms existing state-of-art solutions.
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&KDSWHU�7KLUW\�2QH��,QGXOJH�LQ�/RYH�DQG�'XR�<DR�<H��6L[��1RZ��WKH�JKRVW�RI�WKH�ZROI�KHDUWHG�GRJ�OXQJ�KDV�ORQJ�EHHQ�DWWDFKHG�WR�WKH�ZKLWH�WLJHU
V�ERG\��,W�VWDQGV�WR�UHDVRQ�
WKDW�KH�VKRXOG�KDWH�KLP��SHHO�KHU�WLJHU�VNLQ��DQG�PDNH�KHU�DQ[LRXV��+RZHYHU��KH�WROHUDWHG�KHU�DJDLQ�DQG�DJDLQ��VKHOWHUHG�KHU��DQG�HYHQ�FRPSDVVHG�KHU��$QG�VKH�MXVW�ZDQWHG�
WR�UXQ�DZD\�IURP�KLP��:HL�'RQJOL�VLJKHG��ZRQGHULQJ�LI�KH�KDG�UHJUHWWHG�LW�� ,I�KH�KDGQ
W�RUGHUHG�5XPHL�WR�IHHG�WKH�ZKLWH�WLJHU�ZLWK�KHU�RZQ�ERG\��FRXOG�VKH�QRZ�KDYH�D�
ZRPDQ
V�FDUFDVV�DQG�DOORZ�KLP�WR�WDNH� LW� LQWR�KHU�DUPV�DQG�FDUH�IRU�KHU"�1R��5X�0HL
V�ERG\� LV�QRW�ZRUWK�FDUU\LQJ�KHU�JKRVW��6KH�VKRXOG�EH�VSHFLDO�� ,�ZRQGHU�ZKDW�VKH�
ORRNHG�OLNH�EHIRUH�VKH�EHFDPH�D�JKRVW"�:LOO�LW�EH�KRW�DQG�UHEHOOLRXV"�:LOO�WKHUH�EH�D�FLQQDEDU�PROH�LQ�WKH�H\HEURZ"�1RW�RQO\�GLG�KH�QRW�UHDOL]H�LW��:HL�'RQJOL
V�PLQG�HYHQ�
VNHWFKHG�WKH�IDFH�RI�&RQIXFLXV��7KLQNLQJ�RI�&RQIXFLXV��WKH�HYLO�ƉUH�LQ�:HL�'RQJOL
V�ERG\�LJQLWHG�LQVWDQWO\��DV�LI�WR�EXUQ�KLP�WR�DVKHV��-XVW�WKHQ��;LDR�<LQ�ZHQW�EDFN��%XW�
VHHLQJ�WKDW�KH�ZDV�FDUU\LQJ�D�ZRQGHUIXO�\RXQJ�JLUO�RQ�KLV�VKRXOGHU��VWDQGLQJ�RXWVLGH�WKH�GRRU�RI�:HL�'RQJOL��DQG�VDLG���0DVWHU��\RXU�VXERUGLQDWH�KDV�IRXQG�D�JRRG�ORRNLQJ�
JHQWOHPDQ�IRU�\RX������:HL�'RQJOL�FOHQFKHG�KLV�ƉVWV�DQG�RSHQHG�VXGGHQO\�2SHQ�\RXU�H\HV��\RXU�ERG\�EHWUD\HG�\RXU�HPRWLRQV�LQ�DQ�LQVWDQW��;LDR�<LQ�VDZ�WKDW�:HL�'RQJOL�KDG�
QR�REMHFWLRQ��DQG�NQHZ�WKDW�:HL�'RQJOL�ZDV�DFTXLHVFHQW��6R��KH�FXW�WKH�GRRU�ORFN�ZLWK�D�NQLIH��DQG�KXJJHG�4LQJ�4LQJ��ZKR�KDG�EHHQ�LQ�WKH�VOHHSLQJ�VSRW��LQ�IURQW�RI�:HL�
'RQJOL�$OWKRXJK�WKH�4LQJ�4LQJ�FORVHG�KHU�H\HV��WKH�JLUO
V�SHFXOLDU�WHQGHUQHVV�EHFDPH�PRUH�DQG�PRUH�VHGXFWLYH��:HL�'RQJOL�VWUHWFKHG�RXW�KLV�KDQG��WU\LQJ�WR�WRXFK�WKH�FOHDU�
FKHVW��EXW�IRU�VRPH�UHDVRQ�KH�HYHQ�SXW�KLV�ƉQJHUV�LQ�KLV�VOHHYHV��;LDR�<LQ�WULHG�WR�FDOO�RXW���0DVWHU"��:HL�'RQJOL�VXGGHQO\�\HOOHG���*R�RXW���;LDR�<LQ�WRRN�WKH�RUGHU�DQG�
UHWUHDWHG� WR� WKH� GRRU� LPPHGLDWHO\��:HL� 'RQJOL� FORVHG� KLV� H\HV� DQG� FRPPDQGHG�� �7DNH� WKLV� ZRPDQ� DZD\�� 6KH� EHORQJV� WR� \RX��� ;LDR� <LQ
V� IDFH� VKRZHG� D�ZRUULHG� DQG�
VXUSULVHG�H[SUHVVLRQ��+H�WKDQNHG�KLP��EXV\�KROGLQJ�4LQJ�4LQJ�RQ�WKH�JURXQG��DQG�TXLFNO\�GLVDSSHDUHG�RXWVLGH�WKH�GRRU��:HL�'RQJOL�WRRN�D�GHHS�EUHDWK�DQG�FRQWLQXHG�WR�
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DW� WKH�ZLQH� MDU�ZLWK�VKDUS�H\HV��%XW�VHHLQJ�WKDW�ZLQH� MDU�ZDV�ƉOOHG�ZLWK� OLIH��VKDNLQJ� LW�EDFN�DQG�IRUWK��$IWHU�VKDNLQJ�IRU�DERXW� WHQ�WLPHV�� WKH�ZLQH� MDU�VXGGHQO\�EHFDPH�
VWDWLRQDU\��$IWHU�DQRWKHU�WKUHH�PLQXWHV�RU�VR��WKHUH�ZDV�D�UDWWOLQJ�VRXQG�LQVLGH�WKH�ZLQH�MDU��$IWHU�D�ZKLOH��,�MXVW�KHDUG�D�EDQJ��DQG�D�EHDXWLIXO�OLWWOH�KDQG�VWUHWFKHG�RXW�IURP�
WKH�PRXWK�RI�WKH�DOWDU��WRXFKLQJ�LW�HDVW�DQG�VFUDWFKLQJ�LW�ZHVW��DV�LI�ORRNLQJ�IRU�VRPHWKLQJ�WR�SXOO��:KHQ�WKDW�OLWWOH�KDQG�WRXFKHG�WKH�HGJH�RI�WKH�DOWDU�PRXWK��WKH�RWKHU�OLWWOH�
KDQG�DOVR�SURWUXGHG�IURP�WKH�ZLQH�MDU��KHOG�WKH�HGJH�RI�WKH�DOWDU�PRXWK�WRJHWKHU��DQG�FOLPEHG�KDUG��,PPHGLDWHO\�DIWHUZDUGV��D�ZHW�EDFN�KHDG�ZDV�SURWUXGHG�IURP�WKH�PRXWK�
RI�WKH�DOWDU��DQG�D�VLOYHU\�ZKLWH�FXUO\�KDLU��7KH�ZRPDQ
V�PRYHPHQW�ZDV�YHU\�VORZ�� MXVW� OLNH�WKH�XOWLPDWH�WHDVH��WRUWXULQJ�SHRSOH
V�KHDUWV��7KH�ZRPDQ
V�ERG\�ZDV�VRIW�DQG�
ERQHOHVV��DQG�VKH�VZXQJ�OHIW�DQG�ULJKW��ORRNLQJ�OLNH�VKH�GUDQN�WRR�PXFK�DQG�GDQFHG��7KH�ZRPDQ�XVHG�WZR�VPDOO�KDQGV�WR�VXSSRUW�WKH�HGJH�RI�WKH�DOWDU��6KH�ZDQWHG�WR�WU\�WR�
MXPS�RXW�RI�WKH�ZLQH�MDU��EXW�VKH�GLGQ
W�ZDQW�WR��+HU�DUPV�ZHUH�VRIW��DQG�VKH�FUDVKHG�EDFN�LQWR�WKH�ZLQH�MDU��VPDVKHG�D�ODUJH�DUHD�RI�ZLQH��DQG�VSODVKHG�RXW�7KH�DURPD�RI�
WKH�URRP��7KH�ZRPDQ�UHVWHG�IRU�D�ZKLOH� LQ�WKH�ZLQH�MDU��DQG�WKHQ�FOLPEHG�XS�WR�WKH�HGJH�RI�WKH�PRXWK�RI�WKH�DOWDU� LQ�D�VSLULWHG�PDQQHU��WZLVWLQJ�WKH�SOXPS�VQRZ�ZKLWH�
FDUFDVV�OLNH�D�ERQHOHVV�VQDNH��DQG�FUDZOLQJ�RXW�IDLQWO\��:HL�'RQJOL�ZDWFKHG�KHU�SURƉOH��ZDWFKLQJ�KHU�VWUHWFK�RXW�KHU�OLWWOH�KDQG��DQG�LPSDWLHQWO\�JUDEEHG�WKH�VLOYHU�ZKLWH�KDLU�
ZUDSSHG�DURXQG�KHU�IDFH��H[SRVLQJ�WKH�FLQQDEDU�PROH�DW�WKH�FHQWHU�RI�KHU�EURZV��:HL�'RQJOL
V�H\HV�QDUURZHG�VXGGHQO\��DQG�WKH�SHDFRFN�EOXH�SKRHQL[�EHFDPH�GDUN�DQG�
GDQJHURXV��$W�WKLV�PRPHQW��KH�LV�OLNH�D�ZROI�NLQJ�ZLWK�QREOH�EORRG��VWDULQJ�FORVHO\�DW�KLV�SUH\��WKH�SUH\�WKDW�FDQ�TXHQFK�WKLUVW��KXQJHU�DQG�GHWR[LƉFDWLRQ��+H�VWRRG�XS�TXLHWO\�
DQG�ZDONHG�VLOHQWO\�WR�WKH�GUXQNHQ�&RQIXFLXV��ZDWFKLQJ�KHU�IDOO�LQWR�WKH�ZLQH�MDU�DJDLQ��:HL�'RQJOL�ORZHUHG�KLV�KHDG�DQG�UHDFKHG�RXW�WR�&RQIXFLXV��&RQIXFLXV�UDLVHG�KLV�KHDG�
DQG�EOLQNHG��VPLUNLQJ�DW�:HL�'RQJOL��:HL�'RQJOL
V�EUHDWK�VXƈRFDWHG��DQG�KLV�DUP�FDXJKW��SXOOLQJ�&RQIXFLXV�RXW�RI�WKH�GULQN��WKHQ�KXJJHG�KLV�ZDLVW�DQG�ZDONHG�GLUHFWO\�EHKLQG�
WKH� VFUHHQ�� :KHQ�:HL� 'RQJOL� SXW� &RQIXFLXV� RQ� WKH� EHG�� VKH� ZDV� DOUHDG\� DVOHHS�� 7KH� EHG� ZDV� FRYHUHG� ZLWK� EURFDGH�� ZLWK� ODUJH� SDWFKHV� RI� GDUN� JUHHQ� ORWXV� OHDYHV�
HPEURLGHUHG� RQ� WKH� EURFDGH�� DQG� WKH� MDGH� ERG\�&RQIXFLXV� VDLG� RQ� WKH� GDUN� JUHHQ� ORWXV� OHDYHV��:KDW� NLQG� RI� OLYHO\� IUDJUDQFH� SLFWXUH� LV� WKDW"�$EVROXWHO\� QRQ�VFULSWLYH��
&RQIXFLXV�VDLG�WKDW�KLV�ERG\�ZDV�H[SORVLYH��ZLWK�ELJ�EUHDVWV��IDW�EXWWRFNV��DQG�D�VPDOO�ZDLVW��:HL�'RQJOL
V�OLQH�RI�VLJKW�VZDP�DORQJ�WKH�ERG\�RI�&RQIXFLXV��(YHU\�LQFK�KH�
PRYHG��WKH�FRORU�LQ�KLV�H\HV�EHFDPH�GHHSHU��'UXQN��VKH�LV�OLNH�D�VHGXFWLYH�ELWLQJ�IDLU\�SHDFK��VKRZLQJ�WKH�H[WUHPH�WHPSWDWLRQ�RI�GU\�PRXWK�LQ�WKH�GUXQN�VWDWH��+HU�FKHHNV�
ZHUH�URV\��KHU�VRIW�OLSV�VOLJKWO\�VWUHWFKHG��DQG�VKH�EUHDWKHG�LQ�KHU�EUHDWK��+HU�KDLU�ZDV�PHVV\��DQG�D�VWUDQG�RI�LW�VOLG�DFURVV�WKH�EHDXWLIXO�FODYLFOH��KRRNLQJ�D�QDXJKW\�EHQG�RQ�
KHU�IXOO�EUHDVWV��+HU�VNLQ�ZDV�SLQN�DQG�VRIW��DV�LI�VKH�FRXOG�VTXHH]H�RXW�D�FOHDU�DQG�VZHHW�GULQN��:HL�'RQJOL�VWURNHG�WKH�FLQQDEDU�PROH�RI�&RQIXFLXV�ZLWK�KLV�LQGH[�ƉQJHU��
DQG�WKH�FRUQHUV�RI�KLV�OLSV�EHJDQ�WR�ULVH�XQFRQVFLRXVO\��$OWKRXJK�KH�GRHV�QRW�IHHO�WKDW�KH�SUHIHUV�UHG��KH�GRHV�OLNH�WKH�FLQQDEDU�PROH�E\�&RQIXFLXV�DQG�WKH�UHG�KDLU�RI�WKH�
ZKLWH�WLJHU��:HL�'RQJOL�VORZO\�OHDQHG�GRZQ�DQG�NLVVHG�RQ�&RQIXFLXV
�OLSV��JHQWO\�VXFNLQJ��IHHOLQJ�WKH�VRIWQHVV�RI�&RQIXFLXV��&RQIXFLXV�VDLG�WKDW�KLV�PRXWK�ZDV�D�ELW�LWFK\��
DQG�DIWHU�KXPPLQJ�XQFRPIRUWDEO\�WZLFH��KH�SDWWHG�KLP�LQ�WKH�SDOP�RI�KLV�KDQG��WU\LQJ�WR�GULYH�DZD\�WKDW�QDVW\�PRVTXLWR��:HL�'RQJOL�JUDEEHG�&RQIXFLXV
V�VPDOO�KDQG��SXW�LW�
LQ�KHU�KDQG��SUHVVHG�LW�RQ�WRS�RI�KHU�KHDG��DQG�VTXHH]HG�LW��&RQIXFLXV�VDLG�WKDW�KH�ZDV�LQ�SDLQ��RSHQHG�KLV�H\HV�VWXSLGO\��VTXLQWHG�KLV�PRXWK��DQG�ORRNHG�DW�:HL�'RQJOL�ZLWK�
GLVVDWLVIDFWLRQ��:HL�'RQJOL�ORRNHG�GLUHFWO\�LQWR�&RQIXFLXV
V�H\HV�DQG�DVNHG���.QRZ�ZKR�,�DP"��&RQIXFLXV�VDLG�ZLWK�D�JULQ��ZKLFK�ZDV�FXWH�DQG�FKDUPLQJ��+RZHYHU��WKH�QH[W�
VHFRQG��VKH�UDLVHG�DQRWKHU�VPDOO�KDQG��DQG�WRRN�:HL�'RQJOL
V�IDFH��VWLQJLQJ�ƉHUFHO\�� ,Q�WKH�PRXWK��KH�VKRXWHG�YDJXHO\���/RRN�DW�WKH�ROG� ODG\�ZKR�ZRQ
W�DFFHSW�\RX�DV�D�
IDLU\���:HL�'RQJOL�KHOG�WKH�VPDOO�KDQG�RI�&RQIXFLXV�DJDLQ�DQG�SUHVVHG�LW�RQ�WRS�RI�KHU�KHDG��DQG�DVNHG�FROGO\���&RQIXFLXV�VDLG��DUH�\RX�:KR"��&RQIXFLXV�VDLG�ZLWK�D�VPLUN��
DQG�VDLG�ORXGO\���,�DP�\RXU�PRWKHU���:HL�'RQJOL
V�H\HV�VXGGHQO\�VKUDQN��DQG�WKH�URRP�WHPSHUDWXUH�GURSSHG�WR�]HUR�LPPHGLDWHO\��:HL�'RQJOL�PXVW�DGPLW�WKDW�KH�KDV�UHDOO\�QRW�
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Figure 2: The architecture of the proposed GoodMan for detecting indecent or improper texts. This figure shows how a text
can be augmented by a reader. The original text can be divided into several pages with associated reading behavior (dwell time
per page) of the reader. After that, a hierarchical encoder, a content attention component, a human attention component, a
joint attention component, and a joint learning component are included in the proposed GoodMan to make full use of the
human reading behavior and identify the label of the target text.

2 JOINT LEARNING OF CONTENT AND
HUMAN ATTENTION

In this section, we propose a novel framework, Joint LearninG
Of COntent anD HuMan AttentioN (GoodMan). As depicted in
Figure 2, GoodMan enables indecent text detection (for Children)
for online ebook/reading providers by exploiting text content and
users’ reading behavior (dwell time per page) via portable devices.

2.1 Overview
In this work, we distinguish indecent contents from given texts
by taking advantage of their associated readers’ reading behavior
tracking (dwell time of each page on portable devices). Each input
is represented as a triple (p,H ,y), where p is the original text, H
denotes the reading behaviors of readers on the text, and y ∈ {0, 1}
indicates whether the text is indecent. More specifically, the original
text p is a sequence of words and reading behaviors of readersH is

a set of dwell time sequences, which are represented as below:

p = [w1, · · · ,wnp ] ,

H = {h1, · · · ,hnH } ,

hi = [hi1, · · · ,hinh ] ,

(1)

where np is the number of words in the input text, nH is the number
of readers who have read the text, and nh is the number of pages for
the i−th reader. Since at least one human has read the given text,nH
is not less than 1. And nh depends on the screen size and the font
size of the users’ reading devices. In the proposed GoodMan, each
wordw in text p is mapped into a de dimensional word embedding
w ∈ Rde by looking up the embedding matrix E ∈ Rnw×de , where
nw is the number of vocabulary size.

The goal of the proposed GoodMan is to explore the combination
of content attention and human attention from the original text
and the users’ reading behaviors respectively. After giving the i−th
human’s reading behavior of the text, the probability of whether
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the target text is indecent is estimated by learning the parameters
θ :

y′ = arдmaxy∈Y Pr (y |p,Hi ,θ ) . (2)

2.2 Hierarchical Encoder
Given the i−th reader, the input text p can be augmented as a page
sequence pi = [si1, si2, · · · , sinh ]. Hence, the j−th page in the text
p for the i−th reader can be represented as a matrix Si j ∈ Rns×de :

Si j = lookup(E, si j ) , (3)

where ns is the number of words in this page.
For a long text, though it has been cut up to several pages ac-

cording to the given reading behavior, there are still many words
on each page. Hence, it seems not advisable to use recurrent neural
networks (RNN) based models to characterize semantics of each
page. Meanwhile, the near neighbors of each word play an impor-
tant role to understand its meaning. Hence, we pad both k words at
the head and tail for the given page, and then apply a convolutional
neural network (CNN) with 2 ·k + 1 kernel size followed by average
pooling to obtain the encoding of each page/screen si j ∈ Rdc :

si j = AvдPoolinд(Conv(Si j )) , (4)

where dc is the number of the CNN kernels.
Then, the target text which is augmented by the i−th reader can

be represented as a matrix Pi ∈ Rnh×dc :

Pi = [si1, si2, · · · , sinh ] . (5)

Similarly, near neighbors of each page can provide helpful infor-
mation for understanding the given page. Hence, a 2 · k + 1 kernel
size based CNN is applied to get the final hierarchical encoding for
all pages P̂i ∈ Rnh×dc :

P̂i = Conv(Pi ) . (6)

2.3 Content Attention Component
Intuitively, the order of the pages is quite important to understand
the relationship among these pages. Therefore, we employ a bidi-
rectional gate recurrent unit (BiGRU) to encode the sequence of
pages as Rci ∈ Rnh×dr :

Rci = BiGRU (P̂i ) , (7)

where dr is the dimension of the BiGRU.
Then, a fully connected neural network (FC) with a relu function

is applied for every page to estimate whether the target page is
indecent. Finally, a softmax function is utilized to get the content
based attention:

aci = so f tmax(relu(FC(Rci ))) , (8)

where aci ∈ Rnh .
After getting the content attention, the content based represen-

tation can be calculated as a weighted sum of hierarchical encoding
rci ∈ Rdc :

rci = aci · P̂i . (9)

2.4 Human Attention Component
Though we could utilize the human reading behavior (dwell time of
each page) to augment the model, the dwell time sequence of pages
can be quite noisy (also demonstrated in Figure 1). That means,
there are some bias and some abnormal dwell time for some pages.
In addition, as a sequential list, each dwell time is influenced by
the forward and backward records. Hence, we employ a BiGRU
followed by a FC with relu and softmax functions as a self-smooth
encoder to extract a more accurate attention ahi ∈ Rnh :

Rhi = BiGRU (hi ) ,

ahi = so f tmax(relu(FC(Rhi ))) .
(10)

Finally, the human based representation rhi ∈ Rdc is the human
attention weighted sum of content representation shown as below:

rhi = ahi · P̂i . (11)

2.5 Joint Attention Component
Though the content attention and human attention can provide
valuable perspectives to understand the given text and produce a
reasonable representation individually, the human attention can
be more useful when combined with content. Hence, we use a
BiGRU to encode the combination of outputs of content attention
encoding and human attention encoding, and then apply a fully
connected neural network to estimate the risk for each page as the
joint attention:

R ji = BiGRU (Concat(Rci ,R
h
i )) ,

aji = so f tmax(relu(FC(R ji ))) ,
(12)

where R ji ∈ R
nh×dr and aji ∈ R

nh .
Finally, the joint attention based representation is computed by

weighted sum as r ji ∈ Rdc :

r ji = aji · P̂i . (13)

2.6 Joint Learning Component
After getting the content based representation rci , human based
representation rhi , and joint based representation r ji , we calculate
the following combinations:

r1i = (rci + r
h
i )/2 ,

r2i = (rci + r
h
i + r

j
i )/3 .

(14)

Then, the final representation can be extracted as follows:

r
f
i = relu(FC(Concat(r

c
i ,r

h
i ,r

j
i ,r

1
i ,r

2
i ))) , (15)

where r fi ∈ Rdc

Hence, the label can be estimated as y′:

y′ = siдmoid(FC(r
f
i )) . (16)

Besides, since the content attention and human attention are
the essential components for the final representation, we want the
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two components can benefit from the end-to-end learning directly.
Hence, another two outputs can be estimated as yc and yh :

yc = siдmoid(FC(rci )) ,

yh = siдmoid(FC(rhi )) .
(17)

In the end, the objective function can be defined as follows:

ζ (y,y′,yc ,yh ) = ζ (y,y′) + ζ (y,yc ) + ζ (y,yh ) . (18)

And the proposed GoodMan can be trained by using stochastic
gradient descent (SGD) methods, such as Adam [26]. More imple-
mentation details will be given in Section 4 (Experiments).

2.7 Inference
For each text, there can be multiple users’ reading behaviors. In
the inference stage, we count how many times that the texts aug-
mented by reading behaviors are detected as indecent via GoodMan.
And then, we calculate the proportion of the suspects to the total
augmented number. Furthermore, we set a threshold to determine
whether the text is indecent based on the proportion. For example,
if the threshold is set to 0, the text will be seen as indecent text
once there is one suspect. If the threshold is set to 0.9, the text is
considered indecent only when the proportion is greater than 0.9.
Finally, we rank all texts according to the proportion as the final
result for the online textual content provider.

3 DATA COLLECTION
To the best of our knowledge, no public indecent text dataset as-
sociated with human reading behavior information (dwell time
per page of text) is available. In order to address this problem, we
collect Indecent Content Detection Dataset (ICDD) from Alibaba
Literature1, which is one of the largest Chinese novel platforms.
ICDD contains selected ebooks and their related human reading be-
haviors. Based on ICDD, we can provide insights into this problem,
and train and evaluate the proposed GoodMan.

In ICDD, there are 2,000 indecent ebooks and 10,000 normal
ebooks. All these ebooks are primarily selected by sensitive words
based rules2 and labeled by 3 experts afterwards. For each ebook,
users’ reading behaviors are extracted from the log of the ebooks
provider’s website. In this study, one human reading behavior refers
to a user’s reading of an ebook. We collect the user’s flip dwell time
on each page during his/her reading. In total, there are 512,263
reading behaviors, which consists of 90,428 reading behaviors in
indecent ebooks and 421,835 behaviors in normal ebooks. ICDD is
divided into 3 parts: training set, validation set, and test set. There
are 500 indecent ebooks and 500 normal ebooks in training and
validation set respectively. The rest ebooks are used as test set.
5-fold cross-validation is applied to avoid evaluation bias. Table 1
exhibits the detailed statistics of ICDD.

To gain an insightful understanding of ICDD, we analyze the
dataset from multiple dimensions. The statistical results are shown
in Figure 3. From the preliminary analysis of ICDD, we can draw
the following observations:

1https://www.aliwx.com.cn/
2The sensitive contents are reported by Alibaba Literature users. We summarized the
sensitive words in these contents and used them to retrieve ebooks that may contain
indecent content.

Table 1: Details of the ICDD including ebooks and associated
reading behavior informations (dwell time per page).

train val test
#behaviors #behaviors #behaviors

1
indecent 22,692 22,063 45,673
normal 21,315 20,629 379,891
total 44,007 42,692 425,564

2
indecent 23,455 21,721 45,252
normal 20,853 20,501 380,481
total 44,308 42,222 425,733

3
indecent 22,067 23,097 45,264
normal 20,279 21,249 380,307
total 42,346 44,346 425,571

4
indecent 23,232 23,574 43,622
normal 21,290 20,917 379,628
total 44,522 44,491 423,250

5
indecent 21,387 23,571 45,470
normal 21,031 21,078 379,726
total 42,418 44,649 425,196

• Basically, the ebooks in ICDD are long texts. Most of them
contain around 2000 words and 3000 characters (refer to a
and b in Figure 3). This phenomenon may challenge general
semantics representation models.

• The numbers of readers of indecent and normal ebooks are
close: both of them retain around 20 users’ reading behaviors
(refer to g in Figure 3).

• Statistically, the indecent and normal ebooks are indistin-
guishable. For instance, there is no significant difference
between indecent and normal ebooks about average pages
per text (refer to c and d in Figure 3); the dwell time of each
page or whole text for indecent and normal ebooks is similar
(refer to e, f, and h in Figure 3); the top words distributions
for indecent and normal ebooks are consistent (refer to i - l
in Figure 3).

4 EXPERIMENTS
In this section, we introduce extensive experiments to evaluate
the proposed GoodMan against a number of alternative solutions,
including content only based baselines, straightforward combina-
tion of content and human based baselines, and ablation models of
GoodMan. In particular, we aim to address the following research
questions:

• RQ1: Why is it necessary to introduce the human reading
behaviors (dwell time per page) into the text understanding
model?

• RQ2: Is each component in the proposed GoodMan model
indispensable?

• RQ3: Could different attention components provide differ-
ent weighting knowledge? And is there any difference in
attention between indecent and normal texts?
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Figure 3: Data statistics of ICDD. The statistics include number of words/chars per text (a, b), avg/std pages per text (c, d),
avg/std dwell time for each page per text (e, f), number of readers per text (g), dwell time per text (h), and word distribution of
the dataset (i - l).

As a byproduct of this study, we release the data and codes with
the hyper-parameter settings to benefit other researchers3.

4.1 Alternative Solutions
4.1.1 Content-Only Based Baselines. For models listed below,

the input is just content.
Support Vector Machine (SVM) [18]: is a strong and robust

machine learning model for a limited training dataset.
Data Augmentation Based SVM (Augmented SVM): More

data we have, better performance we can achieve. Therefore, appro-
priate data augmentation is useful to boost up model performance
[48]. If the dwell time information for each page is not available,
we can randomly sample sentences (70% in this experiment) from
each text to augment the whole dataset. For inference, we use the
same voting function as GoodMan (Subsection 2.7). And we set the
threshold to 0.

WordAvg [42]: is a simple model based on word embeddings
with average pooling. We set the dimension of the word embedding
as 64.

SimpleCNN [25]: is a simple CNN model with average pooling
using different kernels. There are 7 kinds of filters whose widths
are from 1 to 7 and each has 64 different ones.

DeepCNN [25]: Similar to SimpleCNN, we use 3 layers of CNN
in DeepCNN.

3https://github.com/GuoxiuHe/GoodMan

HieraAttenRNN [49]: is Hierarchical Attention RNN (HieraAt-
tenRNN) which contains hierarchical structure from sentence level
to paragraph level. The HieraAttenRNN implements an attention
mechanism to the output matrix from each layer in order to aggre-
gate a representation. Here, we use both GRU (HieraAttenGRU)
and LSTM (HieraAttenLSTM) as the RNN unit. We use the recom-
mended hyper-parameters from authors.

DPCNN [21]: is Deep Pyramid CNN (DPCNN), which is a low-
complexity word-level deep CNN architecture for text categoriza-
tion, which can efficiently represent long-range dependency in text.
We use the default hyper-parameters from authors.

Transformer [45]: This is the state-of-the-art model to encode
the deep semantic information via self-attention mechanism4. We
minimize the batch size to 4 due to the limited GPU memory.

There are two reasons whywe can’t compare the powerful model
BERT [9] directly: 1) BERT can only handle the input whose length
is less than 512, but the average length of ebooks is about 2000. 2)
Even if we cut the novel into several pieces (the length of each piece
is less than 512), we cannot make sure that every piece maintains
the same label of the whole document.

4.1.2 Content Plus Human Behavior Based Baselines. For models
listed below, the input is a combination of content and associated
human reading behavior (dwell time of each page).

4https://github.com/tensorflow/models/tree/master/official/transformer
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SVM: To show the ability of the human reading information in
the simple machine learning models, we select the page, whose
dwell time is greater than the average dwell time for each user
per text, as input. For inference, we also employ the same voting
strategy as GoodMan (SubSection 2.7). We set the threshold to 0.0.

WordAvg: Since theWord Embedding Average is not sensitive to
the position of words, we could utilize the same human augmented
data as SVM. The difference is that the threshold we use is 0.9 for
inference.

HieraAttenLSTM: HieraAttenLSTM can be employed in the
content and human based scenario when the input text has been
divided into pages depending on the dwell time sequence. Besides
the pages (sentences) level attention, a normalized dwell time se-
quence is used as human attention. For HieraAttenLSTM, we set
the threshold to 0.9 for inference.

It is not straightforward to employ the human reading behavior
into other content based baselines mentioned in Section 4.1.1.

4.2 Ablation Models of GoodMan
To evaluate the importance and necessity of each component in
GoodMan, we conduct extensive ablation tests on GoodMan:

Subtract Joint Learning (SubJoLea):We remove the joint learn-
ing component from GoodMan. That means we remove the ζ (y,yc )
and ζ (y,yh ) from the final loss function.

Subtract Joint Attention (SubJoAtten): We remove the joint
attention component from the GoodMan. That means the combi-
nation of the content attention and the human attention is used to
estimate the label directly. Note that, this model still maintains the
joint learning component.

Subtract Joint Attention and Joint Learning (SubJoAtten&
Lea): We remove both the joint attention component and the joint
learning component from GoodMan.

SubtractContentAttention (SubContentAtten):We remove
the content attention from GoodMan. In that case, only human at-
tention works in the proposed model.

Subtract Human Attention (SubHumanAtten): We remove
the human attention from GoodMan. That means, only content
attention is useful in GoodMan.

4.3 Evaluation Metrics
In this study, all evaluations and empirical analyses are reported
by accuracy, precision, recall, F1 score, F2 score, and Average Pre-
cision (AP) with respect to indecent ebooks. Since there are 5 fold
experimental datasets, we choose to report the average and stan-
dard deviation of all folds’ experimental results. Specifically, in this
task, due to the harmfulness of indecent content, the recall of all
indecent ebooks is relatively more important than the precision.
From a comprehensive evaluation viewpoint, we use F1 score, F2
score, and Average Precision as the major indicators to evaluate
the models’ performance and robustness. In addition, the statistical
significance is conducted via the student t-test with p-value≤ 0.001.

4.4 Experiment Settings of GoodMan
For the proposed GoodMan, the near-neighbor sizek in Hierarchical
Encoder is set to 1. The dimension dr of the BiGRU in all attention
encoders are set to 10, and the dimension d of all other layers are

all set to 64. In addition, the learning rate is 1 × 10−3 and the batch
size is 8. For the ebooks dataset, we use JIEBA5 for tokenization.
For inference, we set the threshold to 0.9.

5 RESULTS AND ANALYSIS
This section provides detailed insights into the experimental results,
and we also discuss and summarize the experimental outcomes.

5.1 Performance Comparison of GoodMan and
Baselines (RQ1)

Table 2 addresses RQ1 by comparing the performance of GoodMan
with all baselines including content based models and content +
human based models. The result proofs that GoodMan consistently
achieves the best performance in terms of Accuracy (92.47%), F1
Score (67.81%), F2 Score (74.18%), and Average Precision (78.70%).

As the classical machine learning model, SVM achieves decent
and comparable results especially in terms of recall. Though the
model can produce many misjudgments with low precision and AP,
SVM is still the first choice to solve the data sparseness problem. Af-
ter applying a general data augmentation function, the augmented
SVM can successfully enhance the F1 score and AP comparing
with SVM. However, although the voting threshold is very low
(the threshold is set to 0), this method is limited by gaining higher
precision at the expense of recall. And this limitation also results
in a lower F2 score. This finding suggests that we should explore
more sophisticated approaches for data augmentation.

Deep learning comparisons, including some state-of-the-art mod-
els, can also be found in the first part in Table 2. Comparing with
SVM, an unsatisfactory performance was obtained by the average
of word embedding (WordAvg). Furthermore, the document based
hierarchical models, such as HieraAttenGRU and HieraAttenLSTM,
fail to characterize the semantics of the input text. Though the
higher precision of these models leads to a better AP comparing
with SVM, the long input limits these models’ performance. CNN
based models, e.g., SimpleCNN, DeepCNN, and DPCNN, accom-
plish the best performance so far, i.e., a higher precision or recall
to balance the F1 score, F2 score, and Average Precision. These
phrase based models can effectively address the cold start problem.
With the multiple layers of CNN, the DeepCNN and DPCNN could
both encode the short and long dependency, which implement very
comparable results in content based baselines. However, the more
complex model, Transformer, cannot perform decently because of
training data sparseness.

In addition, several straightforward combinations of content
and human reading behaviors, which are introduced in Section
4, are listed in the second part in Table 2. With the same voting
threshold, human reading behavior enhanced SVM significantly
outperforms the simple data augmentation based SVM and the clas-
sical SVM, which demonstrates the usefulness of human reading
behavior information. Similarly, human based WordAvg and Hier-
aAttenLSTM achieve a better result than content based WordAvg
and HieraAttenLSTM according to all indicators. Besides, due to the
simple combination mechanism and impropriate text representa-
tion model, all these models fail to outperform the best content-only

5https://github.com/fxsjy/jieba
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Table 2: Experimental results of performance comparison amongGoodMan and all alternativemodels including content based
baselines, content + human based baselines, and ablation models of GoodMan. underline shows the best performance for
baselines and * indicates that GoodMan significantly outperforms the best-perform baselines according to themain indicators
(F1 Score, F2 Score, and AP) (p-value ≤ 0.001).

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%) F2 Score (%) AP (%)

Content-Only
Based Baselines

SVM 83.46±1.45 36.13±2.17 84.08±2.00 50.49±1.94 66.37±1.23 30.40±1.73
Augmented SVM 37.98±1.44 95.15±0.68 37.00±1.66 53.26±1.69 42.14±1.72 35.90±1.52

WordAvg 83.12±3.92 35.84±4.15 81.10±7.93 49.38±3.50 64.24±2.74 58.93±6.53
HieraAttenGRU 88.39±2.30 45.49±7.57 56.24±7.75 49.39±2.13 53.00±3.91 51.69±2.12
HieraAttenLSTM 86.43±0.96 39.17±2.05 63.62±2.84 48.42±1.37 56.49±1.60 51.90±2.53

SimpleCNN 87.70±0.97 43.95±2.02 81.18±4.08 56.94±1.09 69.31±1.67 65.63±3.30
DeepCNN 89.10±0.81 47.48±2.36 79.72±5.23 59.41±1.78 70.08±2.99 68.79±2.06
DPCNN 88.36±1.20 45.83±2.95 83.98±5.97 59.11±1.52 71.79±2.73 66.88±5.77

Transformer 88.51±2.32 46.64±7.34 71.70±6.98 55.83±2.97 64.11±2.57 59.49±1.70
Content +
Human Based
Baselines

SVM 41.64±2.23 93.41±0.62 41.89±2.32 57.81±2.27 47.07±2.36 40.36±2.38
WordAvg 87.77±1.75 44.61±3.97 84.28±4.85 58.11±2.18 71.29±1.09 74.04±4.76

HieraAttenLSTM 87.06±0.95 42.46±1.90 81.85±2.33 55.88±1.10 69.00±0.33 70.20±2.32

GoodMan
(Ablation)

SubHumanAtten 87.66±1.46 44.34±3.38 86.56±3.68 58.49±1.96 72.54±0.49 75.02±2.23
SubContentAtten 90.12±0.96 50.59±3.04 77.18±3.47 61.02±1.90 69.74±1.96 77.22±3.06
SubJoAtten& Lea 88.71±0.52 47.58±1.24 85.82±2.30 60.61±0.63 73.00±0.88 75.35±2.63

SubJoAtten 90.66±0.33 52.30±1.21 76.90±1.91 62.23±0.33 70.26±0.84 76.93±1.93
SubJoLea 89.57±0.57 48.81±1.53 84.80±2.72 61.93±1.24 73.87±1.60 73.35±2.05
GoodMan 92.47±0.62∗ 59.50±2.50 79.22±2.25 67.81±1.09∗ 74.18±1.71∗ 78.70±3.87 ∗

Figure 4: Detailed difference comparison among the content attention, humanattention, and joint attention learnt inGoodMan
via cosine similarity.

based models. And the extreme threshold settings (mentioned in
Section 4) try their best to balance the precision and recall.

In general, when the high quality training dataset is not avail-
able, both classical data augmentation methods, machine learning
models, and start-of-art deep learning approaches cannot address
this problem effectively. Furthermore, we need to deeply explore
the tailored combination mechanism of content and human reading
behavior information.

5.2 Analysis of Ablation Models of GoodMan
(RQ2)

To address RQ2, the proposed GoodMan and its ablation models
are presented in the third part of Table 2. Most of the GoodMan
family models establish superiority over other baseline methods in
the light of main indicators.

Compared with the proposed GoodMan, all the ablation mod-
els acknowledge performance drop on all the main indicators. In
particular, SubHumanAtten hurts precision excessively. The con-
tent attention, without user behavior facilitated data augmenta-
tion, cannot characterize the content well. In contrast, maintaining
the human attention only in GoodMan, SubContentAtten signifi-
cantly achieves a better performance than SubHumanAtten. Sub-
JoAtten&Lea receives a lower precision than SubJoAttn, which
means the joint learning component could provide essential infor-
mation to enhance both content attention and human attention.
More importantly, based on the result of SubJoLea, we find that the
joint learning can be especially useful after obtaining a sophisti-
cated combination of representations.

In summary, each component plays an important role in the
proposed GoodMan.
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5.3 Analysis of Attentions of GoodMan (RQ3)
In this section, we try to answer RQ3. From Figure 4, we provide
extensive detailed comparisons among the content attention, the
human attention, and the joint attention learnt in GoodMan. It
is obvious that various attention mechanisms address the target
problem differently.

Human attention inherits essential information from original
dwell time. Joint attention, with data heterogeneity, integrates user
behavior information and text information.

Based on the result, attentions can be more different in indecent
text, which means that, compared with normal text, the human
reading behavior information in indecent text could provide more
useful information (various aspects) to identify the indecent con-
tent.

In a word, all attention components play important roles in
GoodMan, and joint attention can significantly enhance the model
performance when user reading behavior data (dwell time per page)
is available. While lab behavior tracking devices, e.g., eye-tracking
devices, are not available, finger flipping tracking (dwell time per
page) on portable devices, as an economical and applicable alterna-
tive, can be useful and trustful.

6 RELATEDWORKS
6.1 Human Reading Behavior
Reading is one of the most essential approaches to get information
and learn knowledge for human [50]. Such a process consists of
vision processing, language understanding, information gaining,
nerves controlling, et al. [8, 30]. The research on how people read
has attracted lots of attentions for past decades in various fields,
e.g. psychology, linguistics, computer science, and neurology. [40]
originally studied the reading process by collecting users’ eye move-
ment data in the cognitive psychology field. From the psychologist’s
perspective, the bilateral cooperative model [8] assumed that when
people read words or phrases, they are relating the meaning of these
words/phrases with real-world semantics at the same time. The
EZ Reader model [41] considered how word identification, visual
processing, attention, and oculomotor control as joint determinants
on eye movement control. [23] introduced that greater human’s
processing loads, such as difficult words or implied sentences, make
longer pauses via allocation mechanism of eye fixations during
reading. These general reading models provide insights into the
understanding of the human reading behavior patterns.

Besides general models mentioned above, several specific reading
behavior based models are proposed to solve the special task. For
example, Two-Stage Examination Model [32] and Reading Model
in Relevance Judgment [29] are proposed to model the examination
behavior on search engine result pages and the reading behavior
patterns during relevance judgment process, respectively. Berryp-
icking Tree Model [15] is proposed to identify improper content in
the E-commerce systems [17] by exploiting users’ seeking infor-
mation. [11] utilizes finger tracking data into a mobile interaction
technique that facilitates the recording of audio e-books and their
synchronization.

It seems helpful to employ human reading behavior for achieving
a good understanding performance.

6.2 Text Classification
Existing text representation and classification studies mainly rely
on word embeddings [37] and deep neural networks [28]. A large
number of CNNs and RNNs with potential benefits have attracted
many researchers’ attention. Extensive efforts mainly focus on the
application of LSTM [19, 38, 39], GRU [6, 7], SRU [44], and CNNs
[12, 14, 21, 24] based on word embeddings [35, 37] drawing on the
idea of either language model [4, 36] or spatial parameter shar-
ing. And all these models have demonstrated impressive results
in NLP applications. Many previous works have shown that the
performance of deep neural networks can be improved by atten-
tion mechanism [2, 13]. In addition, self-attention mechanism with
position embedding characterizes the mutual relationship between
one and others as a dependency to capture the semantic encoding
information [45]. There are some other works that combine RNN
and CNN for text classification [16, 47, 51] or use a hierarchical
neural structure for long document modeling [31, 49]. There are
also some studies [20] combining content information and graph
information to identify camouflaged text. Though BERT [9] is a
powerful pre-trained deep neural model, it is not straightforward
and suitable for this task due to the limitation of input length and
the sparseness of the training data.

In summary, all these neural networks can not capture real hu-
man reading attention and need sufficient data to train satisfactory
models. Hence, In this work, instead of eye movement tracks, we
take advantage of flip dwell time distribution for each text in order
to augment text understanding models.

7 CONCLUSION
In an active cyber-ecosystem, indecent (e.g. pornography) readings
can be irresistible and destructive for children and teens. Efforts
need to be made to create a children-friendly reading environment
for online textual content providers. Unfortunately, sparseness and
inventiveness of indecent literature challenge the classical text
classification algorithms. In this paper, we propose an innovative
model, GoodMan, to detect the indecent content from a large ebook
collection. “Attention”, in this study, returns to its primeval meaning
when originating from human reading behavior data (flip dwell time
of each page). Furthermore, we proof that joint attention trained
by joint learning, encapsulating both content and human behavior
information, can be more trustful. Data augmentation via human
reading behavior tracking is nontrivial, and it can be potentially
applied to a number of NLP problems. Unlike data collected from
eye-tracking devices, finger flip dwell time data on portable devices
can be much more affordable. We conduct extensive experiments
on an online ebook data. The results validate the effectiveness of
the proposed model.
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