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Abstract: Author-selected keywords have been widely utilized for indexing, information retrieval, bibliometrics 
and knowledge organization in previous studies. However, few studies exist concerning how author-selected 
keywords function semantically in scientific manuscripts. In this paper, we investigated this problem from the 
perspective of  term function (TF) by devising indicators of  the diversity and symmetry of  keyword term func-
tions in papers, as well as the intensity of  individual term functions in papers. The data obtained from the whole 
Journal of  Informetrics (JOI) were manually processed by an annotation scheme of  keyword term functions, includ-
ing “research topic,” “research method,” “research object,” “research area,” “data” and “others,” based on em-
pirical work in content analysis. The results show, quantitatively, that the diversity of  keyword term function 
decreases, and the irregularity increases with the number of  author-selected keywords in a paper. Moreover, the 
distribution of  the intensity of  individual keyword term function indicated that no significant difference exists 
between the ranking of  the five term functions with the increase of  the number of  author-selected keywords 
(i.e., “research topic” > “research method” > “research object” > “research area” > “data”). The findings indi-
cate that precise keyword related research must take into account the distinct types of  author-selected keywords. 
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1.0 Introduction 
 
Author-selected keywords are considered as a significant 
conduit of  scientific concepts, ideas and knowledge (Cobo, 
López-Herrera, et al. 2011; Ding, Chowdhury, and Foo 
2001; Névéol, Doğan, and Lu 2010; Van Raan and Tijssen 
1993) and have been widely utilized in indexing, knowledge 
management, bibliometrics and information retrieval. For 
instance, a keyword co-occurrence network was constructed 
to map the knowledge structure of  technology foresight re-
search by (Su and Lee 2010). Khan and Wood (2015) con-
ducted a co-keywords clustering to detect emerging themes 
in the information technology management domain. More 
recently, Wu (2016) adopted a keyword-based patent net-
work approach to identify technological trends and evolu-
tion in the field of  green energy. All of  these studies can be 
summarized as “keyword analysis,” whose general workflow 
entails data retrieval and collection, keywords identification 
and preprocessing, frequency counting, network generation, 
analysis and visualization, and interpretation and conclusion. 

However, the undiscriminating use of  keyword analysis 
remains controversial given the existence of  certain prob-
lems such as the lack of  an authoritative criterion for the 
selection of  keywords (e.g., Chen and Xiao 2016; Milojević 
et al. 2011; Smiraglia 2013), the presence of  possible bias 
due to the “indexer effect” (Michel Callon, Rip, and Law 
1986; He 1999), ignoring semantic roles and their relation-
ships between keywords (Wang et al. 2012) and the disci-
pline attributes of  keywords (Chen and Xiao 2016; J. Choi, 
Yi, and Lee 2011).  

Actually, each author-selected keyword plays a specific se-
mantic role or function, which can be called a “term func-
tion” (TF) in a scientific paper. Specifically, a keyword could 
be the topic discussed or the method adopted or it also 
could play another semantic role in a scientific paper. In 
most extant studies of  keyword analysis, keywords that play 
different semantic roles that should have been weighted dif-
ferently are treated as equally important by simple counting 
and aggregation for different tasks (Ferrara and Salini 2012). 
However, “topic,” “domain,” “method” and “application” 
keywords should have been assigned unequal weights for 
generating accurate research topic networks. Hence, to over-
come these problems, the semantic function of  author-se-
lected keywords played in scientific manuscripts should be 
elucidated. In addition, understanding how the author-key-
words function semantically in scientific manuscripts is also 
beneficial to the organization and indexing of  scientific pa-
pers in databases and to determine papers’ accessibility and 
citations in scientific communities.  

The overall aim of  this paper is to reveal the patterns of  
author-selected keywords in scientific papers from the per-
spective of  term function, whose results will substantially 
contribute to the improvement of  keyword indexing and 

keyword analysis. To realize this goal, the following research 
questions are posed: 
 
1)  What is the distribution of  author-selected keyword 

term functions in scientific papers? 
2)  What is the regularity of  the diversity and symmetry of  

author-selected keyword term functions in scientific pa-
pers? 

3)  What is the distribution of  the intensity of  individual 
keyword term functions in scientific papers?  

4)  What is the relationship between the author-selected 
keyword ranking and its term functions in scientific pa-
pers? 

 
In this study, we first annotated term functions for all au-
thor-selected keywords in our dataset, for which an anno-
tation scheme based on empirical work in content analysis 
is presented. Then, we introduced a framework to com-
pute the diversity and symmetry of  keyword term func-
tions in a single paper, as well as the distribution of  the 
intensity of  individual keyword term functions, using con-
cepts from network science and “true diversity,” which can 
be understood as a normalization for the Shannon entropy. 
We also analyze the relationships between keyword rank-
ings and keyword term functions. 

The remainder of  this paper is organized as follows. 
Section 2.0 reviews studies regarding author-selected key-
words and term function (TF). Section 3.0 presents the da-
taset and the annotation scheme for keyword term func-
tion, as well as the framework to represent and evaluate the 
diversity, intensity and symmetry of  author keyword term 
functions in papers. In Section 4.0, the main results of  this 
study are described in detail. Finally, in Section 5.0, conclu-
sions and directions for future work are presented. 
 
2.0 Literature review 
 
2.1 Author-selected keywords 
 
Author keywords have been generally regarded as one of  
the most important forms of  bibliographic metadata in bib-
liometrics and scientometrics, as well as being a significant 
conduit of  scientific concepts, ideas and knowledge (Cobo, 
López-Herrera, et al. 2011; Ding, Chowdhury and Foo 
2001; Névéol, Doğan and Lu 2010; Van Raan and Tijssen 
1993). Therefore, author-selected keyword analysis has a 
long tradition of  widespread application in hotspot detec-
tion, trend analysis and mapping the knowledge structures 
in both natural and social sciences, e.g., in environmental 
acidification (Law et al. 1988), polymer chemistry (M. Cal-
lon, Courtial and Laville 1991), chemical engineering (Peters 
and van Raan 1993), software engineering (Coulter, Mon-
arch and Konda 1998), knowledge discovery (He 1999), in- 
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formation retrieval (Ding, Chowdhury and Foo 2001), eth-
ics and dementia (Baldwin et al. 2003), geographic infor-
mation system (GIS) (Tian, Wen and Hong 2008), biomed-
ical science (Névéol, Doğan and Lu 2010), technology fore-
sight (Su and Lee 2010), fuzzy sets theory (Cobo, López‐
Herrera et al. 2011b), tourism (B. Wu et al. 2012), strategic 
management (Keupp, Palmié and Gassmann 2012), infor-
mation technology management (Khan and Wood 2015) 
and biofuels (Wu 2016). However, with the wide-ranging ap-
plications of  author-selected keyword analysis, problems 
with the method have become increasingly evident and have 
begun to be actively discussed by researchers. For example, 
Callon, Rip and Law (1986) and He (1999) pointed out the 
“indexer effect” of  author-selected keywords at a theoretical 
and technical level. More recently, Wang et al. (2012) sug-
gested that experts’ knowledge be integrated into the pro-
cess of  co-word analysis to improve precision; Chen and 
Xiao (2016) put forward methods for keyword selection that 
take keyword discrimination into account by considering 
their frequency both in and out of  the domain. In this paper, 
we will analyze author-selected keywords of  different term 
functions, which should have been weighted unequally in 
different bibliometric tasks. 

Additionally, author-selected keywords have also been 
widely utilized for the classification and clustering of  sci-
entific documents (Jones and Mahoui 2000), the “gold-
standard” for automatic keyword indexing and extraction 
(Matsuo and Ishizuka 2004; Ren 2014; Gil‐Leiva 2017), au-
tomatic thesaurus development (Gil‐Leiva and Alonso‐Ar-
royo 2007; Tseng 2002; J. Wang 2006), the retrieval and 
recommendation of  scientific papers in digital libraries (Lu 
and Kipp 2014; Schaffner 2009), citation counts prediction 
(Sohrabi and Iraj 2017; Uddin and Khan 2016) and the 
comparison with social tags (Y. Choi and Syn 2016; Lu and 
Kipp 2014).  
 
2.2 Term function in scientific texts 
 
Term function (TF) refers to the specific semantic role that 
a word, a term or a phrase plays in scientific texts (Xin, Qikai 
and Wei 2017), including “topic,” “method,” “technology,” 
etc. For instance, in the paper entitled “Knowledge discov-
ery through co-word analysis” (He 1999), the TF of  the 
term “knowledge discovery” is a “topic”; whereas, for the 
term “co-word analysis,” it is a “method.” Notably, the TF 
of  the same term can differ in different contexts, for exam-
ple, the TF of  the term “knowledge discovery” is a 
“method” in the article entitled “Intelligent query answering 
by knowledge discovery techniques” (Han et al. 1996). In 
addition, academic terms have numerous other functions 
according to different classifications, such as “goal,” data 
and “application,” which are also quite common in scientific 
contexts. 

With the dramatic growth in the number of  scientific 
publications, it has become a challenge to understand a sci-
entific community by identifying important topics, meth-
ods, applications and the relations between them. In the 
extant literature, this question has been mainly addressed 
using bibliometric methods, for example, considering cita-
tion networks and topic models (Ding 2011; Song et al. 
2014) and generating crude topic clustering based on con-
textual cues. However, several researchers concluded that 
these methods could not answer certain key questions, 
such as “what methods were used for a particular topic?” 
and pointed out that the need to identify the semantic roles 
of  scientific terms by analyzing the text itself, i.e., the iden-
tification of  the term function (TF) in scientific texts 
(Kondo et al. 2009; Tsai, Kundu and Roth 2013). 

Identification of  term functions has received increasing 
interest with the rapid development of  natural language 
processing and machine learning. Key terms that play dif-
ferent semantic roles have been identified, such as the 
identification of  “head,” “goal” and “method” in research 
papers’ titles based on a rule extracted from the structure 
of  titles (Kondo et al. 2009), the recognition of  “technol-
ogy” and “effect” from research papers and patents based 
on machine learning (Nanba, Kondo and Takezawa 2010), 
the identification of  “focus,” “techniques” and “domain” 
from article abstracts by using semantic extraction patterns 
(Gupta and Manning 2011), the recognition of  “tech-
niques” and “application” from scientific literature using 
an unsupervised bootstrapping algorithm (Tsai, Kundu 
and Roth 2013) and the identification of  “method” and 
“task” from scientific papers based on the Markov Logic 
Network (Huang and Wan 2013). 

More recently, a comprehensive framework for term 
function in academic texts was presented by Xin, Qikai and 
Wei (2017). In his study, Cheng categorized term functions 
into “domain-independent term function” (including 
“topic” and “method” in three levels) and “domain-related 
term function” (different sub categories in different do-
mains). Based on this classification, approaches have been 
used, including conditional random fields with word2vec 
and machine learning to rank, for automatic recognition 
of  domain-independent term functions in scientific papers 
in computer science. In addition, Heffernan and Teufel 
(2018) presented an automatic classifier for identifying 
problems and solutions in scientific texts. It remains un-
known, however, precisely how author-selected keywords 
function semantically in scientific manuscripts. Under-
standing qualitatively and quantitatively the patterns of  au-
thor-selected keywords from term function perspectives, 
in our view, is of  great benefit for improving keyword in-
dexing and keyword analysis in bibliometric tasks. 
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3.0 Methodology 
 
This section examines the overall process of  the method-
ology, as illustrated in Figure 1. To investigate the author-
selected keyword patterns, the approach is designed to be 
executed in four discrete steps: 1) data collection and pre-
processing; 2) term function annotation; 3) indicator com-
puting; and, 4) patterns analysis. 
 
3.1 Step 1: data collection and processing 
 
In this step, we collected the publication records from the 
Journal of  Informetrics (JOI). To probe the author-selected key-
word patterns from the term function (TF) perspective in 
scientific manuscripts, all 842 articles published between 

2007 to 2017 from JOI were manually collected from the 
Web of  Science. A total of  149 articles were excluded, be-
cause they were not articles but, for example, brief  commu-
nications, book reviews, editorial statements, errata or criti-
cal remarks. Finally, 693 articles were selected as the dataset 
in this study. For each of  these articles, we have not only 
obtained the author-selected keyword lists, but have also ex-
tracted the title, abstract and the hyperlink to its detailed in-
formation page for term function annotation in the subse-
quent step. To investigate the relationship between term 
functions and the ranking of  keywords, we also recovered 
the position of  each author-selected keyword in the key-
word lists. 

The distribution of  the number of  author-selected key-
words per paper is shown in Figure 2. There are a total of  

 

Figure 1. Framework of  author keyword pattern analysis from the term function (TF) perspective. 

Figure 2. Histogram of  the number of  keywords in the 
Journal of  Informetrics (JOI). An irregular distribution is 
found, in which most of  the papers include three to six 
keywords. 
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3,311 author-selected keywords in all 693 articles, and the 
average number of  author-selected keywords per article is 
found to be 4.78. It is also found that the range of  author-
selected keywords for each paper varied from one to thir-
teen. A few papers contained fewer than two keywords or 
more than eight keywords (approximately 1.9%), while 
most papers contained three to six keywords (approxi-
mately 89.9%). 
 
3.2 Step 2: term function annotation 
 
3.2.1 Annotation scheme design 
 
In prior studies regarding term function recognition (TFR), 
words in scientific papers that have been recognized include 
“topic,” “method,” “problem,” “solution,” “goal,” “technol-
ogy,” “focus,” “domain,” etc. (Heffernan and Teufel 2018; 
Xin, Qikai and Wei 2017; Tsai, Kundu and Roth 2013; 
Kondo et al. 2009; Gupta and Manning 2011; Huang and 
Wan 2013). Concerning the term function of  each author-
selected keyword in each article, we present an annotation 
scheme for author-selected keywords, based on empirical 
work in content analysis. In the first place, we captured all 
possible term functions of  author-selected keywords. Then, 
to simplify our analysis, these term functions were inte-
grated and reduced to a smaller set comprising only the most 
frequent term functions. This set, i.e., the annotation 
scheme for term functions of  author-selected keywords in-
cludes the following categories: 1) research topic; 2) research 
method; 3) research object; 4) research area; 5) data; and, 6) 
others. The detailed description and source for each cate-
gory of  term function is shown in Table 1. 

In order to guarantee the precision of  term function 
annotation, the method of  human annotation is selected. 
The term function of  author-selected keywords is difficult 
to annotate, because, in principle, it requires interpretation 
of  the author’s intentions and the content of  the entire 
paper. Consequently, in most cases, it is impossible to 
know exact term function without understanding aca-
demic context, because the same keyword can have a to-
tally different term function in different conditions. 
 
3.2.2 Annotators selection and training 
 
Before term function annotating, four PhD students were 
selected from the School of  Information management, 
Wuhan University. Four criteria were used in the selection 
of  annotators. Specifically, the annotators had to: 1) be 
very familiar with informetrics and bibliometrics; 2) have 
good English reading and writing skills; 3) have published 
more than two academic articles in peer-reviewed journals 
in the field of  informetrics; and, 4) be in or beyond their 
second year in the PhD program. Then, the selected anno-
tators were trained and asked to point to textual evidence 
for assigning a particular term function. 
 
3.2.3 Pre-annotation and consistency test 
 
To guarantee annotation consistency, prior to starting the 
annotating, we randomly chose sixty-nine articles (9.96%) 
comprising of  337 author-selected keywords from the JOI 
dataset and arranged for four annotators to annotate term 
functions in two parallel groups. Then, the kappa coeffi-
cient (Carletta 1996), which is a statistic measuring pairwise 

No. Categories Description Source 

1 Research Topic (T) Problems or topics discussed in research articles. Hoey 2013; Kondo et al. 2009; Heffernan and 
Teufel 2018; Xin, Qikai and Wei 2017) 

2 Research Method (M) 

Methods or solutions used in research articles, in-
cluding theories, bibliometric indicators, algo-
rithms, math formulas, models, etc. For examples, 
“Bradford’s law,” “h-index,” “PageRank algo-
rithm,” “Hall’s model.” 

Augenstein et al. 2017; Heffernan and Teufel 
2018; Xin, Qikai and Wei 2017; Mesbah et al. 
2017; Tsai, Kundu and Roth 2013; Sahragard 
and Meihami 2016 

3 Research Object (O) The object that the research studied, including 
people, group, organization, materials or objects. 

Xin, Qikai and Wei 2017; Tsai, Kundu, and Roth 
2013 

4 Research Area (A) 

The academic area or background of  the article, 
for instance, “bibliometrics,” “physics,” “science 
of  science,” and “library and information science 
(LIS).” 

Hoey 2013; Carletta 1996; Sahragard and 
Meihami 2016 

5 Data (D) 
The dataset used in the study or the data created 
by the study, for examples, “APS dataset,” “X cor-
pus,” or “Web of  Science,” etc. 

Kondo et al. 2009; Mesbah et al. 2017; Sahragard 
and Meihami 2016 

6 Others (OT) Cannot be included in the former categories. Kondo et al. 2009; Xin, Qikai and Wei 2017 

Table 1. The detailed description for each category of  term function of  author-selected keywords. 
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agreements among a set of  coders’ category judgements, 
was used for quantifying the consistency. Finally, the coef-
ficients were 0.843 and 0.817 respectively (average 0.830 > 
0.75), which was considered sufficiently high for annotat-
ing to proceed separately, particular given the conservative 
nature of  the kappa coefficient. 
 
3.2.4 Annotation 
 
In the process of  annotating, annotators were asked to care-
fully read the title and abstract for a comprehensive under-
standing of  the academic context of  each keyword in the 
original dataset and were encouraged to click the hyperlink 
for its full text to make a further confirmation. Moreover, 
annotators were asked to record the Annotation  
Confidence ሺacሻ  of  each article. The value of  ac ∈
ሾ1,2,3,4,5ሿ, in which a higher value of  𝑎𝑐 represents that 
the annotator is more confident in his or her work. If  an 
article’s value of  ac is below four, the article will be anno-
tated again by all annotators together. 
 
3.3 Step 3: indicator computing 
 
To quantify the intensity of  individual term functions in a 
paper, as well as the diversity and symmetry of  term func-
tions of  author-selected keywords in each article, the in-
formation provided in each article of  our dataset is treated 
as a bipartite network (Newman 2010), which is a network 
with links established only among nodes and belonging to 
distinct groups. As shown in Figure 3, the bipartite net-
work derived from each paper establishes links between 

author-selected keywords and their possible term func-
tions. As can be seen from Figure 3, each author-selected 
keyword is annotated to one term function, while one term 
function can have multiple author-selected keywords as-
signed, which can represent the regularity of  term func-
tions of  author-selected keywords in a paper. 
 
3.3.1 Term function intensity 
 
The term function intensity measure was used to calculate 
the strength of  an individual term function in a scientific 
paper’s author-selected keyword list. In this paper, we first 
define f as the matrix storing the relationship between au-
thor-selected keywords and their term functions in the bi-
partite network. The following equation was used: 
 

 
 
In the example provided in Figure 3, fଵ୨ = 1 only for j = 
“1st keyword” and j = “4th keyword.” Then the intensity of  
a given term function is given by the following equation: 
 

 
 
where ω୨  is the weight associated to the j-th author-se-
lected keyword. Differently from Edilson et al. (2017), we 
weighted the importance of  each author-selected keyword 
to the research according to its rank in the keyword list, as 
defined by the following equation: 

 
Figure 3. Example of  a bipartite network representing the relationship between author-se-
lected keywords and their term functions. Note that the total amount of  keywords and 
particular term functions vary according to article. 
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3.3.2 Term function diversity 
 
For an article, the “term function diversity” measure calcu-
lates the level of  variety of  the term functions for author 
keyword lists. Drawing on the accessibility concept, a cen-
trality measurement that can be understood as a normaliza-
tion for the Shannon entropy was employed in this study. 
This measurement was originally proposed by Travençolo 
and Costa (2008) to compute the effective number of  access 
nodes when an agent walks randomly on a network from a 
starting node. Compared to the traditional measurements, 
network features are used that go beyond the simple static 
network topology and can be utilized to quantify the effec-
tive number of  neighbors (Amancio, Oliveira jr, and da F. 
Costa 2015). In this paper, a simple interpretation of  the di-
versity measure in terms of  network quantities was used to 
compute term function diversity, which has been extensively 
done in several studies (Corrêa Jr et al. 2017; Silva et al. 2016; 
Travençolo and Costa 2008). Notably, the “term function 
intensity” of  each term function ranges in the interval [0,1], 
and thus we can measure its distribution of  it using the en-
tropy concept for all elements in the set of  term functions. 
The following equation was then used to calculate the “term 
function diversity” of  an article: 
 

 
 
3.3.3 Term function symmetry 
 
The measure of  “term function symmetry” examines the 
distributions of  the “term function intensity” of  each term 
function in a scientific paper. Thus, this measure repre-
sents how intensity varies across different term functions 
in a paper using a normalization of “term function diver-
sity.” The normalized TF diversity, referred to as a sym-
metry of  the intensity of  individual term function in a pa-
per, takes a range of  values restricted in the interval [0,1]. 
Therefore, the term function symmetry was represented 
by the following equation: 
 

 
 
where 𝑛ூ ∈ ሾ1,6ሿ is the total number of  term functions in 
the paper. Note that 𝜎 is a symmetry measure, because it 
reaches its maximum value (𝜎 ൌ 1) when all term func-
tions are assigned equally to the paper. 
 

3.4 Step 4: patterns analysis 
 
In this paper, we reveal the patterns of  author-selected 
keywords from four aspects. First, we described the distri-
bution of  author-selected keyword term functions using a 
statistical method. Second, the results of  indicators includ-
ing “term function diversity” and “term function sym-
metry” were employed to represent the regularity of  au-
thor-selected keyword term functions in a scientific man-
uscript. Third, we also used the indicator “term function 
intensity” to depict the distribution of  the strength of  in-
dividual term functions in the dataset. Finally, the relation-
ships between author-selected keyword ranking in the arti-
cle’s keyword list and their term functions were identified 
to analyze the author’s potential indexing patterns. 
 

Term Function Percentage 
Research Topic (T) 40.75% 

Research Method (M) 37.79% 

Research Object (O) 7.66% 

Research Area (A) 9.55% 

Data (D) 1.05% 

Others (OT) 3.19% 

Table 2. Frequency of  appearance for each type of  keyword term 
function, considering all of  the papers in the dataset. Each au-
thor-selected keyword was counted as a distinct occurrence, even 
if  it appeared in more than one paper in the dataset. 
 
4.0 Results 
 
4.1 The distribution of  author-selected keyword 

term functions  
 
The overall count for the author-selected keyword term 
functions in the dataset are shown in Table 2. The most 
common was “research topic,” accounting for 40.75% of  
the total. “Research method” was a clear second, compris-
ing more than a third of  the total (37.79%). The other term 
functions scored between 7% and 10%, except for “data,” 
which had very low frequency. In addition, the average 
number of  “research topic[s]” per paper was 2.19, which 
is the highest among the five term functions. The average 
number of  “research method[s]” per paper is 1.90, ranking 
second. The other term functions’ average number per pa-
per scored around 0.50, except for “data,” whose average 
number was very low (0.18). 

The distribution of  the article numbers of  different 
term functions in the dataset are presented in Figure 4 
from which it can also be seen that “research topic” and 
“research method” are the top two term functions. We also 
find that the range of  the number of  “research topic” or 
“research method” for a paper varies from one to eight. A 



Knowl. Org. 46(2019)No.6 

Wei Lu, Xin Li, Zhifeng Liu and Qikai Cheng. How do Author-Selected Keywords Function Semantically in Scientific Manuscripts? 
410 

few papers (less than 15%) contain more than three “re-
search topic” or “research method” keywords, while the 
most common scenario covers papers that contain one or 
two individual term functions (more than 50%). Moreover, 
the range of  the number of  the other three term functions 
for a paper is between one and four, while very few papers 
contain five “research area” or seven “research object” 
term functions. Most individual term functions have only 
occurred once in a paper, 70.6% for “research object,” 
75.1% for “research area” and 66.7% for “data.” 
 
4.2 The regularity of  author-selected keyword term 

functions in papers 
 
4.2.1 The diversity of  author-selected keyword term 

functions 
 
To investigate how keyword term functions vary in scien-
tific papers, we used the “diversity of  term functions in a 
paper” (φ) as a measure of  the variability, as defined in 
Section 3.3.2. Considering that the value of  ω୨f୧୨ varies ac-
cording to the number of  author-selected keywords (𝑛௄) 
and the ranking of  author-selected keywords (R), we de-
cided to separately compute the values of  φ for each 𝑛௄. 
As shown in Figure 5, the red line is the reference curve 
when the number of  keywords assigned to each term func-
tion is equal; and if  the keyword ranking (i.e. ω୨ ൌ 1) is 
ignored, the reference will fit to the curve 𝜑 ൌ 𝑛௄. The 
other curve denotes the points observed in our JOI dataset, 

from which one can find that, when 𝑛௄ increases, the di-
versity of  term functions of  author-selected keywords in a 
paper also increases, thus confirming a relatively strong 
correlation between these quantities. Moreover, it reaches 
its highest point (𝜑 is approximately 2.5) when the number 
of  author-selected keywords is six. When 𝑛௄ ൌ 1, 𝜑 ൌ
1, as one should anticipate from the equation above. One 
can also find that the largest deviations between these 
quantities ( 𝑖. 𝑒. , 𝑛௞ െ  𝜑 ) were found for the papers 
tagged by many author-selected keywords. Note that, in 
general, the number of  “research topic” keywords in pa-
pers tagged by more than eight author-selected keywords 
was usually more than five, which makes the diversity of  
term functions quite irregular. Considering that this set of  
articles has eight author-selected keywords, the paper with 
the most irregular distribution of  keyword term functions 
has a total diversity of  term functions of  only approxi-
mately two. Despite these discrepancies, we can conclude 
that, in a typical paper tagged by three to six author-se-
lected keywords, the diversity of  term functions is rela-
tively high and the difference between 𝑛௄  and φ is rela-
tively small, as the differences in the number of  keyword 
term functions tagged in these studies is insignificant. 
 
4.2.2 The symmetry of  author-selected keyword 

term functions 
 
The irregularity of  author-selected keyword term func-
tions was also investigated in terms of  “symmetry of  term 

 

Figure 4. The distribution of  the article numbers of  different term functions in the dataset. 
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functions” (σ), as defined in Section 3.3.3. As illustrated in 
Figure 6, for each value of  𝑛௄, we can obtain the corre-
sponding value of  TF symmetry. The blue dotted line is 
the reference line σ୫ୟ୶୧୫୳୫ ൌ 1, and the other line rep-
resents the curve obtained by linking the points represent-
ing the average symmetry obtained for each 𝑛௄ , when 
𝑛௄ ൌ 1, 𝜎 ൌ 1. Overall, one can find that the average 
symmetry of  author-selected keyword term functions 

monotonically decreases when the number of  author-se-
lected keywords increases from n୏ ൌ 1 to n୏ ൌ 6. How-
ever, when the number of  author-selected keywords is 
more than five, the falling rate of  the symmetry decreases 
significantly. This indicates that the distribution of  key-
word term functions becomes more irregular when the 
number of  author-selected keywords increases. However, 
the average value of  symmetry is always above 0.80. So, we 

 
Figure 5. The diversity of  author-selected keyword term functions 
(φ) as a function of  the number of  author-selected keywords 
(𝑛௄). Because, in some cases, some term functions are tagged by 
more than others, their diversity of  them is lower than the refer-
ence when each term function is tagged equally. The largest devi-
ations occur for the papers tagged by many author-selected key-
words. 

 

Figure 6. Symmetry of  author-selected keyword term functions in 
papers (σ) as a function of  the number of  author-selected key-
words (𝑛௄). 
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further count the number of  papers whose symmetry is 
below 0.8 and find that most of  them are in the n୏ ൌ 4 or 
n୏ ൌ 5 group. The reason for this phenomenon might be 
that due to the large number of  papers tagged by four to 
five keywords, outliers are more common in this subset of  
papers. In addition, it is evident that values of  𝜎 ൏ 0.8 are 
not frequent in the dataset with more than six or fewer 
than four keywords. 
 
4.3  The distribution of  the individual term  

function’s intensity  
 
In this section, we will investigate which term functions 
tend to be tagged more frequently by an author when in-
dexing keywords for a scientific paper. Although no 
straightforward studies currently exist regarding this issue, 
the consensus among scientists is that the nature of  a re-
search process can be viewed as a problem-solving activity 
(Heffernan and Teufel 2018; Jordan 1980). When indexing 
keywords for a paper, authors are asked to use phrases that 
constitute an adequate description of  the paper’s content 
(Ding, Chowdhury and Foo 2001; Gil-Leiva 2017). A per-
tinent question is then which keywords are indexed more 
by authors, “research topic” or “research method”? “Data” 
is also of  major significance to scientific research, especially 
in the field of  information science, in which data constitute 
the essential materials. In addition, “research object” and 

“research area” are also essential for a rigorous design of  
scientific activity. This analysis illustrates the frequent oc-
currence of  all five of  these term functions of  author-se-
lected keywords. However, what are the differences among 
the five individual term functions according to the indexing 
behavior of  authors? 

To answer the question above, we described the distri-
bution of  the “intensity of  individual term function” (I୧). 
We also analyzed the term function as a function of  rank-
ings to identify whether there is an implicit factor leading 
to the organization of  rankings according to term func-
tions.  

In Figure 7, the distribution of  the intensity of  individ-
ual term functions of  the JOI dataset is shown. The results 
are organized by the total number of  author-selected key-
words considered in Figure 7, with papers tagged by: a) 2; 
b) 3; c) 4; d) 5; e) 6; and, (f) all author-selected keywords in 
the JOI dataset. In Figure 7, as expected (Heffernan and 
Teufel 2018; Ding, Chowdhury and Foo 2001; Jordan 
1980), it is evident that “research topic” and “research 
method,” in general, obtain higher intensity than the oth-
ers. Nonetheless, the values of  TF intensity are not very 
different, since, on average, “research topic” and “research 
method” comprise approximately 40% and 30% of  the in-
tensity in paper level, respectively. When more author-se-
lected keywords are included, one can observe a very sim-
ilar pattern: while “research topic” obtain most of  the in- 

 

Figure 7. The distribution of  individual term functions’ intensity in the dataset. The results are shown considering the following number 
of  author-selected keywords: a) 2; b) 3; c) 4; d) 5; e) 6; and, f) all. “Research topic” and “research method” are the first and second term 
functions, respectively, with a relative larger intensity value. 
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tensity, “research method” is usually ranked as the second 
most common term function; and “research object” 
(about 15%) and “research area” (10%) are third and 
fourth, respectively. “Data” has the least value of  TF in-
tensity in all conditions (less than 5%).  

These patterns can also be observed in in Figure 8, 
which summarizes the average intensity of  individual term 
function (I୧) in terms of  the number of  keywords. “Re-
search topic” (upper red curve) always obtains most of  the 
intensity, while “research method” usually appears in the 
second position in the ranking of  average intensity. As the 
number of  author-selected keywords increases, however, 
there is not a larger difference between the ranking of  the 
five term functions on the value of  TF intensity (i.e., “re-
search topic” > “research method” > “research object” > 
“research area” > “data”). 
 

4.4  The relationship between the keyword’s rank 
and its term function 

 
It is conjectured that, in general, the first keywords are more 
frequently tagged as “research topic” or “research method,” 
which are considered as the core part of  a paper, while the 
last keywords have the least significance, such as “others.” 
However, guidelines for ranking author-selected keywords 
are not always strictly followed, and thus there is no wide-
spread evidence that exists relating ranking of  author-se-
lected keywords and specific term functions. To highlight 
the potential patterns in ranking keywords according to the 
type of  their term functions, Figure 9 and Table 3 show the 
total amount of  keywords in a particular ranking that made 
specific term functions. In Figure 9(a), it can be seen that, 
in papers tagged by only two author-selected keywords, both  
 
 
 

 

Figure 8. Average intensity of  individual term function (I୧) as a function 
of  the number of  author-selected keywords (n୏) in the dataset. In gen-
eral, “research topic” > “research method” > “research area” > “re-
search object” > “data.” 

𝐧𝐊  Term Function (TF) 
Research Topic (T) Research Method (M) Research Object (O) Research Area (A) Data (D) 

𝐧𝐊 ൌ 𝟐  1st>2nd  1st>2nd  1st>2nd  1st>2nd  1st>2nd  

𝐧𝐊 ൌ 𝟑  3rd>2nd>1st  3rd>2nd>1st 1st>2nd>3rd 1st>2nd>3rd 1st>3rd>2nd  

𝐧𝐊 ൌ 𝟒  1st>2nd>3rd>4th  3rd>4th>1st>2nd  1st>2nd>3rd>4th 1st>2nd>4th>3rd  2nd>4th>3rd>1st  

𝐧𝐊 ൌ 𝟓  2nd>1st>3rd>4th>5th  4th>5th>3rd>2nd>1st  1st>2nd>3rd>4th>5th  1st>5th>2nd>4th>3rd  5th>4th>2nd>3rd>1st  

𝐧𝐊 ൌ 𝟔  1st>2nd>3rd>4th>6th>
5th  

5th>6th>4th>3rd>2nd 

>1st  
1st>2nd>3rd>4th>5th 

>6th  
1st>2nd>6th>3rd>5th 

>4th  
3rd>6th>1st>2nd>5th 

>4th  

Table 3. The relationship between the number of  author-selected keywords tagged as specific term functions and their rankings in author-
selected keyword lists. 
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Figure 9. Author-selected keyword term functions organized by 
the type of  term function and ranks in author-selected keywords 
list. The number of  author-selected keywords considered are: a) 
2; b) 3; c) 4; d) 5; and, e) 6. 
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keywords are usually tagged as “research topic,” “research 
method,” and “research area.” However, in most cases, the 
first keywords are tagged as “research topic,” as could be 
anticipated. Moreover, all of  the “research areas” are tagged 
by the second author-selected keywords. 

Specific term functions tagged by author-selected key-
words in papers with three keywords are shown in Figure 
9(b). Note that, when comparing the number of “research 
topic” and “research method,” the proportions are very sim-
ilar. However, when considering the number according to 
the ranking of  author-selected keywords, the first keywords 
obtain the largest number (1st keywords > 3rd keywords > 
2nd keywords in “research topic,” 1st keywords > 2nd key-
words > 3rd keywords in “research method,” which is the 
same as “research area”), which is different with “research 
object” (2nd keywords > 1st keywords > 3rd keywords) and 
“data” (3rd keywords >1st keywords = 2nd keywords). 

Regarding papers tagged by four author-selected key-
words, as shown in Figure 9(c) it can be observed that, the 
least number of  “research method” are tagged by first key-
words. Interestingly, the second-to-last keywords take the 
largest number of  “research method” (i.e., 3rd keywords > 
4th keywords > 2nd keywords > 1st keywords). Similar pat-
terns of  contributions have also been found for papers 
tagged by five keywords (see Figure 9(d)) and six keywords 
(see Figure 9(e)). However, the first keywords are always the 
keywords that take the largest number of  “research topic.” 

According to Figure 9 and Table 3, we can summarize 
the several patterns relating to author-selected keyword 
rankings and their term functions as follows: 
 
1)  Pattern I: Overall, the total amount of  “research topic” 

and “research method” keywords possesses an absolute 
advantage over keywords of  other term functions. More 
specifically, when the number of  author-selected key-
words is less than four, the total amount of  “research 
topic” is predominant. Meanwhile, the total amount of  
“research method” increases rapidly from four to more 
keywords, and “research topic” and “research method” 
are almost equal. This pattern reveals the significance of  
topics and methods to a scientific research in the author’s 
cognition, which is also in accordance with previous 
studies that interpret scientific research as a problem-
solving activity (Heffernan and Teufel 2018; Jordan 
1980). Interestingly, several studies maintain that the se-
mantic role of  all domain-independent terms in a scien-
tific paper can be divided into topics or methods (Xin, 
Qikai and Wei 2017). 

2)  Pattern II: Different keyword term functions have their 
own preferential positions in author-selected keyword 
lists, although all of  these keyword term functions can 
appear at every position. Specifically, “research topic” 
tends more to be tagged by keywords at the first three 

positions (i.e., 1st, 2nd, and 3rd keyword in the list, see 
Figure 9). Conversely, “research method” keywords are 
more likely to appear at the last two keywords in the list. 
Moreover, the first two and the last two positions are 
where “research area” keywords always occur, which 
exhibits a symmetric behavior as a function of  keyword 
ranking. 

3)  Pattern III: The number of  “research topic” keywords 
approximately decreases with keyword ranking, while 
the number of  “research method” keywords increases 
with keyword ranking. This indicates that it is easier for 
authors to think of  the topic of  the research than the 
methods used in the study when they index keywords.  

 
On the whole, it can be concluded that the keyword rank-
ing, and its term function are strongly related by evidence 
of  the aforementioned patterns. These patterns also con-
firm that there is no obvious relationship between the in-
tensity and ranking of  keyword term functions, although 
the rank of  keywords is weighted in this study, as shown in 
Section 3.3.1. For example, “research topic” ranked in the 
first positions and has the maximum intensity, on average; 
whereas, “research method” obtains the second largest in-
tensity and is always tagged by last two keywords in the list. 
Meanwhile, from pattern I, one can find that the key factor 
that affects the value of  intensity of  individual term func-
tions is the number of  specific term function keywords in 
author-selected keywords lists. In addition, we note here 
that, since the scale of  “data” keywords is very small, no 
obvious regularity is found. 
 
5.0 Conclusion and future work 
 
Although author-selected keywords have long been utilized 
in knowledge organization, information retrieval, social tags, 
keyword extraction, indexing and thesaurus development, 
few studies have investigated the patterns of  author-selected 
keywords in scientific papers. However, for a more fine-
grained indexing and retrieval of  scientific papers, for exam-
ple, retrieving studies in which co-word analysis comprises 
the “research topic” but not “research method,” it is neces-
sary to identify the term functions of  keywords in scientific 
papers. Additionally, analyzing the patterns of  author-se-
lected keywords from the term function perspective also 
constitutes the basis for the construction of  a semantic net-
work of  keywords, which will be of  great significance for 
knowledge organization and traditional bibliometric tasks, 
such as hot spot identification, trends analysis and mapping 
the knowledge structure of  hard sciences and social sci-
ences. Therefore, in this paper, we have mainly analyzed the 
potential patterns of  author-selected keywords from the 
perspective of  term function (TF).  
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The main contributions of  this study are threefold. First, 
in order to investigate the patterns of  author-selected key-
words in scientific manuscripts, this paper, by treating the 
relationship between author-selected keywords and term 
functions as a bipartite network, proposes a new method 
based on the concept of  accessibility and true diversity to 
quantify the diversity and symmetry of  keyword term func-
tions (φ and σ) at the paper level and the intensity of  indi-
vidual term function ( I୧ ) at the function level. These 
measures can effectively describe the irregularity of  author-
selected keywords from the term function perspective. Sec-
ond, this study also found that a strong relationship exists 
between a keyword’s ranking and its term function. We con-
firmed that “research topic” and “research method” key-
words are the most frequent in scientific papers. Despite this 
well-known pattern, three patterns of  author-selected key-
words are also found, depending on the relationship be-
tween the amount of  specific term function keywords and 
their rankings. For instance, “research topic” tended to be 
tagged more by keywords at the first three positions. Inter-
estingly, “research method” keywords were more likely to 
appear at the last two keywords in the list, which indicates 
that there is no obvious relationship between the intensity 
and ranking of  keyword term functions. Third, we also de-
signed an annotation scheme for author-selected keyword 
term functions, with which a corpus comprising 3,311 au-
thor-selected keywords from 693 scientific papers (all origi-
nal research papers published between 2007 and 2017 in the 
Journal of  Informetrics) are obtained with rigorous human an-
notation. Great care was taken in constructing this corpus 
by professionals to ensure the quality. Hence, this corpus 
could be valuable for the tasks of  term function recognition, 
keyword extraction and more fine-grained co-word network 
analysis in the further study.  

The results of  this study should be interpreted in the 
context of  its limitations. The main defect is that we ana-
lyzed the author-selected keywords only from the field of  
informetrics and bibliometrics. The reason for this is that 
the annotation of  term functions manually for keywords is 
difficult due to its huge workload to interpret author inten-
tions and the content of  the whole article. In the future, we 
will perform studies that analyze and compare patterns of  
author-selected keywords among different natural sciences 
and social sciences. Furthermore, we will also investigate the 
patterns of  other kinds of  keywords from the perspective 
of  term function, for example, KeyWords Plus in the Web 
of  Science or MeSH (Medical Subject Headings) terms in Pub-
Med. Finally, we raise an open-ended question of  whether 
the diversity of  keyword term functions (φ), the symmetry 
of  keyword term functions (σ) and the intensity of  individ-
ual term function (I୧) can affect scientific papers’ citations. 
We believe that much room still exists for further research, 
and we anticipate interesting results in consequent work.  
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1.0 Motivation 
 
In the era of  the information explosion, processing infor-
mation into knowledge for better management and deci-
sion making has become necessary. Many ongoing efforts 
explore the issues of  knowledge in various fields, such as 
library and information science (LIS), business administra-
tion, industrial production, public health, public policy, 
and smart cities. Being roused by this wave, many research 
interests have also emerged in knowledge management 
(KM) as a collectively scientific discipline. 

The study of  KM has three interrelated aspects: meth-
odology, ontology, and sociology. Methodologies of  KM 
include codification, classification, tag clouds, knowledge 
map construction, visualization, text mining, and topolog-
ical analysis. Some will be discussed further and employed 
later in this paper. In addition to methodology, the ontol-
ogy of  KM consists of  organized knowledge of  specific 
knowledge domains explored by various methods, while 
the sociology of  KM, combining with epistemology and 
axiology, concerns social, cultural, organizational, and po- 

litical factors associated with successful implementation of  
knowledge management.  

Although the scope of  KM ontology has been increas-
ing, it is far from complete. As Hjørland (2008) suggests, 
knowledge organization (KO) should not be limited to a 
narrow meaning restricted to document description, in-
dexing, classification, and organization. Rather, KO has a 
broader meaning related to how knowledge is socially or-
ganized and how individual sciences are organized. He 
claims that KO in the narrow sense cannot develop a fruit-
ful body of  knowledge without considering KO in the 
broader perspective. The claim also holds true in the terri-
tory of  KM. 

Among the various booming subjects in KM, we found 
that there are relatively few articles discussing the knowledge 
management of  smart cities. Being a prevailing topic, smart 
cities, including smart transportation, smart public health 
and safety, smart education, and smart governance, etc., has 
attracted interest from many cities, researchers, scholars, en-
gineers, industries, and businesses. Most of  those works fo-
cus on developing frameworks, strategies, innovative tech- 
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nologies and devices, and application systems for construct-
ing smart cities. Far fewer articles study the KM of  smart 
cities, which propose conceptual visions, suggest frame-
works and models, and identify key factors for building up 
smart city knowledge bases (e.g., Boyer 2016; Biloslavo and 
Zornada 2004; Brachos et al. 2007). Only a handful of  arti-
cles discuss the sociological aspects of  KM in smart cities 
(e.g., Meijer and Bolívar 2016; Jennex and Zakharova 2006). 
As far as we know, no research exists on keyword distribu-
tion in academic research articles.  

To remedy this, we will use the academic articles in the 
Web of  Science core collection database as a testbed to 
explore the relationships, connectivity, distribution, and 
evolution among their keywords associated with smart cit-
ies, published in the last decade. The remainder of  this pa-
per is organized as follows: In section 2 we briefly review 
some related work; in section 3 we introduce the methods 
used in this research, including definitions, the analysis 
process, and the database used; and in section 4 we present 
the results. Finally, in section 5 we draw conclusions. 
 
2.0 Related work 
 
2.1 The character of  knowledge 
 
Knowledge has many properties, including dispersion, 
evolution, reusability, and guidance. Knowledge to accom-
plish a job is dispersed through various organizations and 
staff  in different disciplines. Therefore, it needs coopera-
tion among persons from different departments or even 
outside experts. Knowledge sharing and communication is 
a key factor for completing a task successfully (e.g., Liu et 
al. 2019, Ahmed et al. 2019). Knowledge also evolves. In 
other words, knowledge has a dynamic nature and cannot 
be static. It continually changes with human experiences, 
technology advancement, knowledge explication, re-
searchers’ perspectives, and social interactions (Mclnerney 
2002). Moreover, many tasks are repeated with minor var-
iations in different contexts. The knowledge from previous 
tasks can be reused and adapted for new cases. New em-
ployees can learn from the experiences of  similar cases 
completed previously by other colleagues so that the task 
at hand can be carried out correctly, efficiently, and effec-
tively. If  knowledge of  typical experiences is recorded in 
an understandable format for transferal to new staff, it will 
largely improve the work quality of  an organization. The 
study of  knowledge has also attracted researchers’ atten-
tion so that the current situation and front edge of  re-
search can be identified for guiding future work. For ex-
ample, Scharnhorst et al. (2016) captured how knowledge 
and knowledge systems of  UDC changed over time and 
raised some further questions for future work.  

The knowledge of  smart cities has all the properties 
mentioned above. Articles bearing knowledge are published 
in academic journals, conference proceedings, and maga-
zines. Keywords provided by authors emerge, are repeated 
and reused, change, and evolve. Thus, studying the know-
ledge concerning smart city keywords should reveal the cor-
responding phenomena of  these properties through the 
construction of  knowledge maps with capabilities of  visu-
alization and text analytics.  
 
2.2 Visualization 
 
Visualization, one of  the most popular approaches, acts as 
a collaboration catalyst to capture the big picture of  dis-
persed knowledge for sense making and knowledge shar-
ing (Eppler 2013). While many word cloud visualization 
tools deal with individual words, Heimerl et al. (2014) took 
it a step further to develop a prototypical system, called 
Word Cloud Explore, that employs linguistic knowledge 
about the words and their relationships for text analysis, 
such as multiword expression identification, term statistics, 
co-occurrence highlighting, and provision of  linguistic in-
formation.  

Many processes for classifying raw text-based materials 
and interpreting the visualized result are still manual. For 
example, Toronto 311, a non-emergency service in a smart 
city, maintained an online knowledge base composed of  
21,000 web pages. However, these web pages were un-
structured texts, and thus, not machine-readable and diffi-
cult to reuse. To recognize the knowledge requirements of  
the city government, Allahyari et al. (2014) manually ana-
lyzed and identified ten knowledge patterns extracting 
from more than 500 Toronto 311 web pages according to 
their importance and frequency. In another example unre-
lated to smart cities, Scharnhorst et al. (2016) employed a 
color-coding scheme to visualize complex networks of  
category systems of  Wikipedia and Universal Decimal 
Classification (UDC) so their differences could be com-
pared using human eyes. 

“Map” is a geographical term, which we borrow to de-
scribe objects in knowledge maps. Ong et al. (2005) men-
tioned that a knowledge map had an ocean-and-island met-
aphor, and the size of  an island provided an estimate of  
the number of  articles contained in a category. However, 
they did not explore this issue further. In this article, we 
take a similar analogy from geographers and geologists. 
Not only is the metaphor of  islands referenced and their 
sizes are measured, but also the texture of  islands is further 
explored by studying the evolution trend of  the hot key-
words, the strength of  connectivity among articles, and the 
coverage of  the biggest rock formed by completely inter-
connected articles over the islands.  
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2.3 Knowledge mining and mapping 
 
Knowledge mining is a family of  methods used to reveal 
the structure of  knowledge embedded in a mass of  unor-
ganized documents by constructing relationships of  the 
co-citation or co-occurrence of  tags, which can be words 
appearing in titles, abstracts, keyword lists, or full texts.  

Many knowledge-mining techniques exist. Medelyan 
(2018) illustrates five common approaches to disclose the 
internal structure of  unorganized materials, namely, word 
spotting, rules for pattern matching, text categorization, 
topic modelling, and thematic analysis. Cheng et al. (2018) 
summarize knowledge-mining techniques into two catego-
ries: statistical analysis-oriented, such as k-means and k-nn 
(Chemchem and Drias 2015), and knowledge discovery-
oriented, such as machine learning (Ong et al. 2005).  

A knowledge map results from knowledge mapping. 
The layout of  a knowledge map may be arranged in a se-
quential line-by-line form, a tree, a circle, or a complex net-
work. Concepts or words of  knowledge may be organized 
by alphabetical order, occurrence frequency, or sematic 
proximity in different fonts, sizes, weights, colors, and 
places for readers to easily capture the whole structure and 
perform tasks, such as searching, browsing, impression 
formation, recognition, and matching (Bateman et al. 
2008; Gambette and Véronis 2010; Rivadeneira et al. 2007; 
Heimerl et al. 2014).  

Knowledge mapping is an essential subfield of  know- 
ledge management and has been applied to many fields. It 
assists public and private organizations and academic and 
research communities understand the whole picture of  scat-
tered knowledge retained in different departments or places 
with the purpose of  making strategic plans, transferring 
knowledge and learning experiences, inspiring brainstorm-
ing, and stimulating new knowledge. For example, by ana-
lyzing the number of  papers downloaded from the arXiv in 
the “artificial intelligence” (AI) section through 18 Novem-
ber 2018, Hao (2019) classified the research history of  AI 
into three major trends. To cope with rapid growth and ever-
changing knowledge in the field of  smart production, 
Cheng et al. (2018) discussed and suggested the application 
of  knowledge mapping in production management, while 
Su and Jiang (2007) applied it to assisting fuel pump design. 
Su and Jiang (2007) suggested a product design task-ori-
ented knowledge organizing method. Liu, et al. (2009) de-
veloped a virtual collaboration platform for enterprise 
knowledge construction by allowing members to tag their 
documents, and then asked a domain expert to draw a do-
main knowledge map based on tags collected from mem-
bers’ contributions.  

The research on knowledge maps of  smart cities is very 
rare and needs to be a dedicated topic. Balaid et al. (2016) 
systematically reviewed the development status of  know- 

ledge mapping. He concluded that the study of  knowledge 
mapping was still in an early stage, and a large portion of  
existing research only covered very limited disciplines. In the 
field of  smart cities, this observation is also true, where 
Mora, Deakin and Reid (2018) remains a singular work. 
They mapped a network structure of  publications in the 
field of  smart cities in the period from 1992 to 2012 by com-
bining co-citation clustering and text-based analysis. They 
identified five major thematic tracks in the publications con-
cerning smart cities, namely experimental, ubiquitous, cor-
porate, single, and holistic. Their work is closely aligned with 
ours, in that we also are interested in drawing a knowledge 
map of  smart city research, analyzing its evolution in the last 
decade and identifying hot topics. However, some major de-
partures differentiate the two studies, including timespan, in-
clusion of  tags, article selection criteria, research methods 
and findings. We will further compare their work with ours 
in Section 5.1. 
 
3.0 Method 
 
3.1 Definition 
 
A knowledge map is an application of  graph theory that 
studies the topology of  nodes and links. Knowledge map-
ping has two kinds of  nodes: articles and keywords. Thus, 
there are also two kinds of  links: single and composite 
links. A single link is established between two articles based 
on a common keyword. A composite link is composed of  
one or more simple links between two articles. In other 
words, while many simple links may exist between two ar-
ticles due to sharing many common keywords, there is at 
most one composite link between two articles.  

Articles are loosely connected, like an island, if  they are 
directly or indirectly connected by composite links. The 
size of  an island is the number of  articles of  it. In an is-
land, one may find rocks, where articles share a common 
keyword. At the same time, there may be a lot of  singular 
articles without any common keywords with other articles. 
The singular articles are called reefs and are not considered 
islands. Formal definitions of  these concepts are given as 
follows. 

Let D be a set of  articles p1, p2, …, denoted as D = {p1, 
p2, …}, the frequency of  a keyword k in D, freq(k, D), is the 
number of  occurrences of  k in P. It is noted that there are 
no duplicated keywords in an article. In other words, freq(k, 
D) also indicates the number of  articles in D that share a 
common keyword k. Furthermore, let article pi have key-
words Ki = {ki1, ki2, …}, and pj have Kj = {kj1, kj2, …}. If  
there is a keyword 𝑘, where 𝑘𝜖𝐾௜  and 𝑘𝜖𝐾௝ , ie., pi and pj 
share a common keyword 𝑘, pi and pj are linked with respect 
to k, and a simple link L(pi, pj, k) is established. A composite 
link CL(pi, pj) between articles pi and pj is a composition of  
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all the simple links between them. The weight of  a compo-
site link CL(pi, pj) is denoted as WL(pi, pj); that is the number 
of  simple links between pi and pj. CL(pi, pj) is also called the 
“strength” between pi and pj, since it is the number of  com-
mon keywords of  pi and pj. The stronger the strength CL(pi, 
pj) is, the more the common keywords. Two articles pi and pj 
are “loosely connected” if: 1) there exists a simple link L(pi, 
pj, kw) directly connecting them; or, 2) there exists simple 
links L(pi, pv, kw), and L(pj, pv, ku), where pi and pj are indirectly 
connected via pv through possibly different keywords kw and 
ku. However, when kw = ku, it is said that pi and pj are 
“strongly connected.” The connectivity of  an article p, con(p), 
is the number of  composite links to other articles, while the 
weighted connectivity of  an article p, wcon(p), is the total 
number of  links to other articles. An “island” is a set of  
loosely connected articles, while a “rock” is a set of  strongly 
connected articles. It is noted that a rock is a complete 
graph, where all the elements of  the rock are linked to each 
other. The size of  an island or a rock is the number of  arti-
cles belonging to it. The “coverage” of  a rock on an island 
is defined as the size of  the rock divided by that of  the is-
land. A reef  is a singular article that has no link, or common 
keyword, to any other articles. The size of  a reef  is always 1. 
In Figure 1, article p1 has keywords K1 ={a,b,c,d,e,f,g}, article 
p2 has keywords K2={a,g,w}. Thus, there are two links L(p1, 
p2, a) and L(p1, p2, g) between p1 and p2. Furthermore, the com-
posite link CL(p1, p2) is composed of  L(p1, p2, a) and L(p1, p2, 
g) with weight WL(p1, p2) = 2. Meanwhile, the composite link 
CL(p1, p3) has weight WL(p1, p3) = 1, since there is only one 
link between them. As a result, the connectivity of  p1 is 

con(p1) = 5 with weight wcon(p1) = 7. In Figure 1, p2, p7, p8, and 
p9 are strongly connected as a rock with a size of  four, since 
they share a common keyword w and form a complete 
graph. Meanwhile, p2 and p3 are loosely connected, although 
they do not have any common keywords, but they share dif-
ferent keywords, say a and b, with p1. In this way, p1, p2, p3, p4, 
p5, p6, p7, p8, and p9 are loosely connected as an island with a 
size of  nine. The coverage of  rock p2, p7, p8, and p9 on the 
island is 0.44%. There is another island formed by p10 and 
p11 with a size of  two. There is a reef  p12 that does not share 
any keywords with any other articles. It is noted that a reef  
is not taken as an island.  
 
3.2 Analysis process 
 
To study the evolution of  knowledge associated with a topic 
of  interest, which is represented by an exact keyword or key-
words, there are three stages: construction and enumeration 
of  knowledge maps, analyses of  temporal knowledge maps, 
and interpretation.  
 
3.2.1 Construction and enumeration of  knowledge 

maps 
 
In this stage, articles and their keywords are retrieved, and 
maps are constructed and enumerated based on a given 
keyword KW, which is the core concept on which the study 
focuses. We take KW as an initial keyword to retrieve all 
the articles Dt whose titles or keywords contain KW from 
a journal database in a certain time interval t, say one year. 

 

Figure 1. Explanatory diagram of  a knowledge map 



Knowl. Org. 46(2019)No.6 

Fen-Tyan Lin. Drawing a Knowledge Map of Smart City Knowledge in Academia 
423

The journal database may cover several consecutive time 
intervals. Knowledge maps are constructed for each time 
interval, such that a temporal evolution can be analyzed.  

Since KW will appear in every article under this situa-
tion, all the articles will be connected and form a single big 
stone island due to the common keyword KW. It turns out 
to be a trivial problem. Thus, the given keyword KW 
should be removed from data set Dt, and it can be thought 
of  as the scope of  the study. Then, the frequency for each 
remaining keyword, the simple and composite links be-
tween pairs of  articles, the degree and their weights can be 
constructed and enumerated. Finally, islands, rocks, and 
reefs are identified, and their numbers are enumerated. 
The detailed procedure is illustrated below. 
 
1.  For a given keyword KW, retrieve all the articles whose 

titles or keywords contain KW from a journal database 
during a certain time period, which can be divided into 
several time intervals. Let Dt be the set of  articles re-
trieved from time interval t. 

2.  For each time interval t 
2.1  Extract the set of  keywords Ki for each article pi 

from Dt. 
2.2  Transform synonyms, the original compound 

nouns of  abbreviations, acronyms, and initials 
into standard keywords in lowercase letters. 

2.3  Remove the given keyword KW from all the Ki. 
2.4  Let K be the union of  all the keywords in Dt;  
 i.e., K = Ki ∪ Kj ∪ … = {ki1, ki2, …} ∪ {kj1, kj2, 

…} ∪ … 
2.5  For every keyword k∈ K associated with Dt, 

count its frequency freq(k, Dt). 
2.6  For every pair of  articles p1 and p2, make a simple 

link L(pi, pj, k) between them if  they share a com-
mon keyword k. 

2.7  For every pair of  articles p1 and p2, make a com-
posite link CL(pi, pj) between them if  any simple 
link L(pi, pj, k) exists. 

2.8  For every article p∈ Dt, count its degree deg(p) and 
weighted degree wdeg(p). 

2.9  Identify islands, count the number of  islands and 
the size of  each island of  Dt. 

2.10  Identify number of  reefs of  Dt. 
2.11  For every island, identify internal rocks with re-

spect to different keywords; count the number of  
rocks and the size of  each rock. 

 
3.2.2 Analysis of  temporal knowledge maps 
 
After constructing and enumerating a temporal series of  
knowledge maps within the scope of  a given keyword KW, 
several analyses can be performed: 
 

– What keywords have the highest frequency? Do they 
change over the course of  time? 

– How many islands and reefs do the articles form? 
– What are the sizes of  the islands from the largest to the 

smallest? Are any trends evident? 
– What is the relationship between the largest island and 

rock? Can one find the largest rock in the largest island? 
– What is the highest strength (weighted link) between 

two articles? 
 
3.2.3 Interpretation 
 
Finally, one may interpret the results of  the analysis in 
terms of  domain knowledge. For example, if  the scope of  
interest is “smart city” (the given keywords), some inter-
pretations and queries may be made as follows. 
 
– What are the hottest terms? Do they change over the 

course of  time? 
– What terms are emerging? What terms are fading out?  
– Are there competing groups within the interested topic? 
 
3.3 Datasets and software 
 
In present research practices, researchers consult academic 
databases and use various tools for their research work. 
Many databases, such as Web of  Science, Scopus, Crossref, 
ArXiv, etc., collect academic articles. Additionally, many 
tools, such as VOSViewer, CiteSpace, HistCite, SciMAT, 
Sci2, etc., visualize and analyze the relations among articles 
in databases (Chen 2017). Although they possess friendly 
user interfaces, convenient analysis functions, and colorful 
visual windows for dynamic layouts, they are general-pur-
pose software tools, insufficient to support analyses where 
particular characteristics of  specific disciplines need cus-
tomized considerations. For instance, in this paper, instead 
of  using a fixed selection criterion, we must choose differ-
ent percentages of  keywords as the hottest keywords in 
different time periods due to different total numbers of  
articles and keywords in different years. 

We used the Web of  Science core collection database 
(https://clarivate.com/products/web-of-science/web-
science-form/web-science-core-collection/) as a testbed, 
which collects articles mainly from academic journals and 
conferences. Web of  Science provides two methods to ac-
cess their databases. The authorized users either visit their 
web pages or gains access through API to download re-
trieved articles with their titles, authors, publication names, 
year of  published, organizations, and other auxiliary infor-
mation after specifying an interested database, search 
words, timespan, and citation indices. In our research, ar-
ticles with the keywords “smart city” and published in the 
period from 2009 to 2018 were selected. Keywords in aca- 
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demic articles are semi-structured, freely provided by the 
authors, and composed of  an indefinite number of  single 
or compound nouns. Individual articles and keywords are 
two study units, as shown in Figure 1, for further analysis 
using the process described in Section 3.2. 
 
4.0 Results 
 
4.1 Graphical knowledge maps of  islands 
 
As mentioned above, knowledge maps can be presented in 
graphical figures or textual lists. In this subsection, we pre-
sent graphical knowledge maps of  the years 2009 and 2018 
in Figures 2 (a) and (b), respectively. Each dot represents an 
article. Each link denotes that there are common keywords 
between the two linked articles, while its thickness repre-
sents its strength or weight, i.e., the number of  common 

keywords. Note that singular nodes, having no common 
keyword with any other articles, are not shown in the figures. 
Figure 2(a) is relatively simple to read and understand, as 
there are only thirteen articles in three islands. In this case, 
all the weights of  the links are equal to one. However, Figure 
2(b) is quite messy. There is a big black “rock” and several 
smaller black “rocks” in the biggest island, while some much 
smaller islands line the lower left. Although some thicker 
links can be seen in the figure, it is almost impossible to 
identify and count them by visualization only.  
 
4.2 Frequency and coverage 
 
In early years, few articles mentioned smart cities (Figure 
3(a)); however, the numbers have increased dramatically in 
the last decade. Figure 3(b) shows that the number of  ar- 
ticles with keywords quickly increased in the last decade 

 

Figure 2. Knowledge maps of  year 2009 (a) and 2018 (b). 

 

Figure 3. Number of  articles since 1985 (a), and since 2009 (b). 
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except for a slight decrease in 2018. We will further analyze 
the evolution in the last decade in the remainder of  this 
paper. It is noted that not all the articles provide their key-
words. Also, the number of  keywords, where duplicate 
keywords in different articles are counted only once, fol-
low a similar trend; however, it drops earlier in the year 
2016 (Figure 4). Although the number of  both articles and 
keywords being used by the authors dropped in the last 
few years, at this moment it is hard to say whether they will 
continue to decrease in the near future. 

It will be very interesting to know which keywords are 
most commonly mentioned and examine the evolution of  
them. For being manageable, the number of  hot keywords 
should be limited. In this research, due to different 
amounts of  articles in different periods, different criteria 
are needed to select keywords for a meaningful compari- 

son. In this research, the number of  articles with keywords 
in the first half  of  the decade is relatively smaller than that 
of  the second half. It calls for different criteria to choose 
keywords from the first and last halves of  the decade for 
identifying “hot” keywords and their associated trends. As 
a rule of  thumb, the keywords that occurred more than 
once each year in the first half  are chosen, while more than 
five times in the second half  of  the decade. As a result, the 
number and percentage of  hot keywords increased in the 
first half  of  the decade from seven (4.00%) to 122 (9.8%), 
while the number of  hot keywords in the second half  var-
ied from twenty to ninety-five, and their percentages are 
kept in the range between 1% to 2%. The hot keywords in 
the year 2013 were chosen by both of  criteria of  the first 
and second half  of  the decade. The gap between these two 
criteria is 8.27% (Figure 5). 

 

Figure 4. Numbers of  keywords. 

 

Figure 5. Percentage of  hot keywords against all keywords. 
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As an illustration, Table 1 shows the evolution in major 
hot keywords, whose frequencies are in the top three high-
est in any year of  the last decade. The percentages below 
the frequencies are quotients of  frequencies divided by the 
number of  articles with keywords of  their corresponding 
years. Thus, we call the percentages “coverages.” In this 
way, we identify the thirteen major hottest keywords, 
namely: IoT, big data, cloud computing, sustainability, 
smart grid, ICT, urban development, smart growth, GIS, 
tourism, ubiquitous computing, smart planet, and u-city.  

The second column of  Table 1 indicates the properties 
of  these keywords, where “T” means technology that 
smart cities employ, while “V” means values that smart cit-
ies pursue. There are seven keywords with “T” and six with 
“V.” Although they seem roughly equal, but as a matter of  
fact, keywords concerning value is overwhelmed by those 

concerning technology in terms of  frequency. For exam-
ple, in 2018, keywords with “T” cover 32.9%, while key-
words with “V” only cover 4.48% of  the articles with key-
words.  

The hottest keywords shifted yearly. In the first two 
years, they were “smart growth,” while in the second two 
years they were “smart grid.” The frequencies of  the hot-
test keywords in the first four years were relatively small. 
During the years 2013 to 2018, “IoT” (Internet of  Things) 
held the position of  the hottest keyword with a trend of  
increasing frequencies and percentages against the num-
bers of  articles with keywords. 

Figures 6 and 7 illustrates the evolving trends of  the 
thirteen hottest keywords in terms of  frequencies and their 
coverage in the corresponding years. Figure 6 shows that 
the differences between the frequencies of  the top and 

years  2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 
number of  articles 
with keywords  36 55 88 163 338 608 1036 1702 2104 1517 

IoT T 
   9 34 56 106 245 340 288 

   5.52% 10.06% 9.21% 10.23% 14.39% 16.16% 19.98%

big data T 
    4 16 46 83 96 70 

    1.18% 2.63% 4.44% 4.88% 4.56% 4.61% 

cloud 
computing T 

   5 8 21 41 73 47 48 

   3.07% 2.37% 3.45% 3.96% 4.29% 2.23% 3.16% 

sustainability V 
 3 3 3 9 18 19 31 47 48 

 5.45% 3.41% 1.84% 2.66% 2.96% 1.83% 1.82% 2.23% 3.16% 

smart grid T 
  11 18 21 29 53 76 61 44 

  12.50% 11.04% 6.21% 4.77% 5.12% 4.47% 2.90% 2.90% 

ICT T 
    10 12 14 29 8 28 

    2.96% 1.97% 1.35% 1.70% 0.38% 1.85% 

urban development V 
  3     16  7 

  3.41%     0.94%  0.46% 

smart growth V 
4 9  10 5 6  8  7 

11.11% 16.36%  6.13% 1.48% 0.99%  0.47%  0.46% 

GIS T 
2 4   6 9 8 15  6 

5.56% 7.27%   1.78% 1.48% 0.77% 0.88%  0.40% 

tourism V 
  3  3  6 9  6 

  3.41%  0.89%  0.58% 0.53%  0.40% 

ubiquitous computing T 
3   5 2  6    

8.33%   3.07% 0.59%  0.58%    

smart planet V 
  3        

  3.41%        

u-city V 
 4         

 7.27%         

Table 1. Thirteen major hottest keywords. 
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second hottest keywords grew bigger and bigger. They can 
be classified into four groups. IoT, the only one member 
in the first group, obviously dominates the others. Some 
other keywords, such as “smart growth,” had high cover-
age in the early years, but quickly shrank later. Big data, 

cloud computing, sustainability, smart grid, and ICT can 
be treated as the second group, which remain their most 
coverages between 1.5% and 5%. Among them, “sustain-
ability” is the only value-oriented keyword and has had in-
creasing coverage in recent years, while the others are tech- 

 

Figure 6. Frequencies of  keywords. 

 

Figure 7. Coverage of  keywords w.r.t all the articles. 
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ology-oriented and have flat or dropping tendencies. Ur-
ban development, smart growth, GIS, and tourism com-
prise the third group. Their frequencies and coverages are 
relatively smaller but still mentioned recently. The fourth 
group, consisting of  ubiquitous computing, smart planet, 
and u-city seems to have vanished. It is noticeable that 
most of  the keywords in groups three and four are value-
oriented. In other words, in earlier years, researchers fo-
cused their efforts from exploring the meaning of  smart 
cities to enriching the value of  cities. Gradually, the focus 
shifted to technology-related issues for making smart cities 
a reality. Following the same idea, the evolution of  any key-
word can be explored. In the future work, researchers may 
further vary the definition of  hot keywords and get differ- 

ent sets of  them so that their evolution patterns can be 
further explored. 
 
4.3 Knowledge islands 
 
Connected articles form knowledge islands. As mentioned 
earlier, if  two articles share any keywords, they are linked. 
Either of  them can further link to another article. Thus, 
consecutively linked articles form an island. The size of  an 
island is at least two articles. Any article that does not link 
to any another article becomes a reef. In the study con-
cerning smart cities, the numbers of  islands (Figure 8), 
reefs (Figure 9), and articles in islands (Figure 10) simulta-
neously increase. That means while the number of  islands 

 

Figure 8. Numbers of  islands. 

 

Figure 9. Numbers of  reefs. 
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increases yearly, the largest islands are bigger and bigger, 
and many new standalone keywords (reefs) also emerge. 
Figure 10 further shows that the gap between the numbers 
of  all the articles and articles in islands is exactly the num- 

ber of  reefs. Figure 11 also shows that the percentages of  
all the articles and articles in the largest islands against the 
total numbers of  articles with keywords converge to 
around 85% gradually. In other words, there is a space of  

 

Figure 10. The numbers of  all the articles and articles in islands. 

 

Figure 11. The percentages of  all the articles and articles in the largest islands against the total num-
bers of  articles with keywords. 
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around 15% for much smaller islands and reefs to keep the 
field of  smart cities growing. Figure 12 illustrates how the 
percentages of  number of  reefs out of  all the articles in 
corresponding years are also decreasing and converging to 
a range between 10% and 20%. 
 
4.4 Island size 
 
The size of  a knowledge island is the number of  articles 
on it. In the research field concerning smart cities, the sizes 
of  the largest islands are much larger than those of  the 
other islands. Thus, they are separately illustrated in two 
figures. In Figure 13, the sizes of  the largest islands and 
the number of  all the articles, which are shown on the pol-
ylines, dramatically increase in a similar trend except the 
last year. On the other hand, Figure 14 illustrates that the 
yearly sizes and numbers of  the second-, third-, and 
fourth-largest islands are stable and much smaller than 
those of  the largest islands. Furthermore, Figure 15 shows 
that the smaller the islands, the more numerous they are. 
We can imagine that the knowledge map of  smart city 
knowledge is composed of  an exceedingly large island, 
several much smaller islands, and a lot of  reefs. 
 
4.5 The strength of  links 
 
The weight, or strength, of  a composite link is measured 
by the number of  common keywords between two articles 

that the composite link connects. Table 2 depicts that 
numbers of  links associated with weight from one to ten 
during years 2009 to 2018. It shows that most of  the links 
are of  weight =1, and in the second half  of  the decade the 
number of  links with weight =2 are less than 3% of  those 
of  weight = 1. Furthermore, Figures 16(a)-(d) illustrate the 
evolutions of  the numbers of  links with weights from one 
to five. We find that they have a fractal-like structure. In 
other words, the relative structure of  evolution curves be-
tween weight = 1 and the others (Figure 16(a)) and is sim-
ilar to that between weight = 2 and weights = 3,4,5 (Figure 
16(b)). This phenomenon is also held between weight = 3 
and weights = 4,5 (Figure 16(c)). Their correlation coeffi-
cients between consecutive weight links are calculated in 
Table 3, which shows that they are highly correlated.  
 
4.6 Connectivity 
 
The connectivity of  an article measures how many other 
articles have common keywords with it. Figure 17 illustrates 
the yearly evolution of  the top three articles with the high-
est connectivity and the reef ’s connectivity. The yearly top 
three articles with the highest connectivity are very close, 
and their evolutionary trend is very similar to that of  the 
numbers of  articles. Since the connectivity of  reefs is zero, 
their evolution line lies in the x-axis. Figure 18 illustrates 
the number of  articles with respect to their connectivity. 
The number of  articles with connectivity less than twenty  

 

Figure 12. The percentage of  number of  reefs out of  all the articles. 
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Figure 13. The yearly evolution of  sizes (Y-axis) and numbers (on polylines) of  the largest islands comparing to the 
numbers of  all the articles. 

 

Figure 14. The yearly evolution of  sizes (Y-axis) and numbers (on polylines) of  the 2nd, 3rd, and 4th largest islands. 
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Figure 15. The relationship between numbers and sizes of  islands. 

 

 W=1 W=2 W=3 W=4 W=5 W=6 W=7 W=8 W=9 W=10 
2009 14          

2010 53 5 1        

2011 43 5 1        

2012 244 4 1 1 1      

2013 911 32 1 1 3      

2014 3330 100 3 3 1      

2015 7651 199 25 13 10 3 1 3  1 

2016 41056 801 27 5 3 5     

2017 63176 1470 70 7 5 4 2 1   

2018 36552 887 37 4 2      

Table 2. Numbers of  links associated with different weights. 

Comparison Correlation coefficients 
W=1 vs W=2 0.9953 

W=2 vs W=3 0.9632 

W=3 vs W=4 0.6274 

W=4 vs W=5 0.9518 

W=5 vs W=6 0.6307 

W=6 vs W=7 0.6125 

W=7 vs W=8 0.6475 

Table 3. Correlation coefficients between consecutive weight links.
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is less than six. It is noted that, in this research, be- 
yond the x-axis of  Figure 18, the number of  all the articles 
of  connectivity more than twenty is one.  

A rock is composed of  articles sharing common key-
words. These articles link to one another and form a com-
plete graph. Different keywords will form different rocks. 
In other words, the number of  rocks is equal to that of  
keywords shared by different articles. The size of  a rock is 
measured by the number of  corresponding articles. There-
fore, the thirteen hottest keywords illustrated in Table 1 are 
the glue of  the thirteen largest rocks. However, the largest 
rock is usually not the article with the highest connectivity. 
Figure 19 compares the largest rock with the highest con-
nectivity, also shown in Figure 17. The difference between 
them is attributed to the other keywords that co-exist in 
the rock. Figure 20 shows the coverage of  the largest rock 

in the island where it is located. It seems that the range of  
the coverage may be kept between 10% and 20% in the 
future. Figure 19 shows that the largest rocks are not in the 
articles with the largest degrees. The coverages of  the big-
gest rocks in islands where they are located converge in the 
10% to 20% range (Figure 20).  
 
4.7 Summary of  findings 
 
“Smart city” is a buzzword in recent years, and the aca-
demic community is no exception. According to Clarivate 
Analytics’ Web of  Science database, the term “smart city” 
first appeared in 1985. However, only a few articles con-
cerning smart cities existed until around 2009. After that, 
the number of  articles has been dramatically increasing. By 
taking article keywords as pivotal tags to explore oceans of  

 

Figure 16. Numbers of  links with weights 1-5 (a), 2-5 (b), 3-5(c), 4-5 (d). 
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academic knowledge concerning smart cities from the year 
2009 to 2018, we find that the articles concerning smart 
cities indeed have enjoyed a booming period in the last 
decade, except a small drop in 2018. In other words, it is 
hard to judge whether the study of  smart cities has ma-
tured and will decline from now on, or whether it is just a 
little turbulence and will keep on growing in the future.  

The characteristics of  hot keywords in the first and sec-
ond half  of  the decade are quite different. They were cho-
sen if  they occurred more than two and five times in the 
first and second half  of  the decade respectively. In the first 
half  of  the decade, the percentage of  the number of  hot 
keywords against that of  all the keywords increased, but it 
stabilized to a range of  between 1% and 2%. Furthermore, 

 

Figure 17. The yearly evolution of  the top three highest and reef ’s connectivity. 

 

Figure 18. The relationship between the connectivity and number of  articles. 
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thirteen major hot keywords, namely IoT, big data, cloud 
computing, sustainability, smart grid, ICT, urban develop-
ment, smart growth, GIS, tourism, ubiquitous computing, 
smart planet, and u-city, were selected. The numbers and 
percentages of  keyword IoT, which was the hottest key- 
word in the last six years, far exceeded those of  the other 
hot keywords.  

A knowledge island contains many knowledge rocks. 
Since there are many keywords in an article, it can indi- 
rectly connect to other articles through different keywords, 
while articles sharing a common keyword are directly inter-
connected as a complete graph. In other words, a know-
ledge island is composed of  loosely connected articles, 
while strongly connected articles form a rock. It was found 

 

Figure 19. The comparison of  connectivity between the largest rock and article. 

 

Figure 20. The coverages of  the largest rocks in islands. 
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that over a decade the number of  islands increased from 
three to more than fifteen, and their sizes increased from 
thirteen to more than 1,200. The sizes of  the largest rock 
covered those of  islands where they are located are around 
10% to 20% for the articles about smart cities. Reefs are 
articles that share no keywords with other articles. As a re-
sult, an exceedingly large island, several much smaller is-
lands, and a lot of  reefs are present on the knowledge map 
of  smart city knowledge. 
 
5.0 Discussion 
 
5.1 Comparative study 
 
It is worth comparing our work with similar work done by 
Mora, Deakin and Reid (2018), as mentioned in section 
2.3. Although the two studies used different data sources, 
timespans, association tags, grouping approaches, and hot 
keyword selections to explore how the concept of  a smart 
city is intellectually structured, both have compatible and 
progressive findings. Both studies took English-language 
literature from scholarly databases as source articles, 
but Mora, Deakin and Reid searched eight databases, 
namely Google Scholar, Web of  Science, IEEE Xplore, 
Scopus, SpringerLink, Engineering Village, ScienceDirect, 
and Taylor and Francis Online, from 1992 to 2012, while 
we focused on Web of  Science from 2009 to 2018. Both 
studies involved selecting articles in which the term smart 
city is included in the title, abstract, keyword list, while 
Mora, Deakin and Reid also searched the body of  the text. 
As a result, Mora, Deakin and Reid had 2,273 source arti-
cles, and we had 7,647 in the last decade and 6,967 in the 
second half. The observation that research concerning 
smart cities has been dramatically increasing is supported 
by the two independent studies where the number of  arti-
cles considered in the present study from one database in 
the last five years is much larger than that by Mora, Deakin 
and Reid from various databases in twenty years. To group 
articles, the study authors took different tags; where Mora, 
Deakin and Reid used a subject-oriented co-citation ap-
proach, we used a frequency-oriented co-keyword ap-
proach. Although they used different approaches, the 
numbers of  islands (clusters) are very close, where Mora, 
Deakin and Reid got eighteen clusters, we found there 
were seventeen or eighteen islands in the last four years. 

Furthermore, both studies used different criteria to se-
lect distinct or hot keywords but still achieved some agree-
ment and implied the trend of  evolution. Mora, Deakin 
and Reid selected the top ten keywords in eighteen clusters 
and made a profile of  thirty-one distinct keywords, while 
we selected the top three keywords from each year in the 
last decade and came up with a list of  thirteen hot key-
words. There are four keywords, namely IoT, ICT, smart 

grid, and urban development, shown in both studies. On 
the other hand, hot keywords of  2018, namely big data, 
cloud computing, and sustainability, indicate the new trend 
of  research interests. Furthermore, both studies agree that 
technology-oriented articles are overwhelming in the re-
search community of  the smart city.  
 
5.2 Categorization vs. classification 
 
It is worth mentioning that the characteristics of  knowledge 
maps are closer to categorization than classification based 
on Jacob (2004), who identified classification and categori-
zation by six systemic properties: process, boundaries, mem-
bership, criteria for assignment, typicality, and structure. Cat-
egorization processes entities using creative synthesis based 
on similarity and has a non-binding boundary. The criteria 
of  category assignment can be context-dependent or con-
text-independent; thus, the membership of  an entity is flex-
ible and can be associated with more than one category. 
There is no typical or representative member in a category 
since every member has its own different properties. The 
structure of  a category may be flat or hierarchical. On the 
other hand, classification arranges entities in a systematic 
process based on their characteristics using predetermined 
assignment criteria; thus, classes are mutually-exclusive and 
non-overlapping, and boundaries are fixed where an entity 
either is or is not a member of  a particular class. All mem-
bers of  a class are typically and equally representative. Clas-
ses can be hierarchically structured. In the case of  know-
ledge maps, we group articles collected in WoS using a single 
criterion of  assignment by connecting common keywords 
among them to form islands. If  we change the relationship 
based on common keywords to other relationships, such as 
common authors, references, etc., articles will be grouped in 
different ways. Thus, we create a knowledge map in a cate-
gorization process. Since every article in an island (category) 
has different numbers of  keywords associated with different 
frequencies, and different numbers of  link strength associ-
ated with different other articles, no article can be a repre-
sentative for other articles on the same island. Furthermore, 
the structure of  a knowledge map is flat, non-hierarchical. 
Thus, the properties of  process, criteria for assignment, typ-
icality, and structure coincide with those of  categorization. 
However, the other two properties, namely, membership 
and boundaries, behave like classification. When the crite-
rion of  assignment is given, and an article is once connected 
to an island, it will not change to any other island. Any two 
separated islands have no common keyword. In other 
words, any article either only belongs to an island or be-
comes a reef  by itself. The boundaries of  knowledge islands 
are fixed, and the islands are mutually exclusive. 
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5.3 Standardization of  keywords 
 
Keywords which were freely provided by the authors of  
articles need to be pre-processed in order to have a stand-
ardized analysis. A concept may be expressed in various 
terms or forms. For examples, “Internet of  Things” may 
also be expressed as IoT, Internet-of-Things, Internet-of-
Things (IoT), IoT(iot), etc. A reference table has to be built 
for integrating many synonyms into one. However, it is not 
necessary to define a limited set of  control words so that 
innovative keywords are possible. 
 
5.4 Future investigation 
 
Our future work has two parts. While possible research di-
rections for the academic community at large will be sug-
gested in section 6.0, in this section we will discuss the fu-
ture investigation of  the construction and exploration of  
knowledge maps to explore the texture of  a certain do-
main of  knowledge, which can proceed based on the ex-
perience gained in this study. Some proposed approaches 
are as follows: 
 
– measuring the distance between any two keywords: dis-

tance can be measured by the number of  articles in the 
shortest path between two keywords; it would be very 
interesting to find how many years it takes for two key-
words to become closer. 

– measuring the density of  an island: density can be meas-
ured by the ratio of  the total degree of  articles and/or 
keywords against that of  a complete graph; it would be 
interesting to find the relationship between the evolu-
tion of  densities and the cohesion of  a community of  
interest. 

– identifying patterns of  life cycles of  keywords: in this 
research, we find that some keywords in early years 
might be shrinking, disappearing or reviving, while oth-
ers might suddenly appear in a great amount and in-
crease dramatically; these phenomena might be affected 
by technology breakthroughs or socioeconomic issues. 

– calculating the entropy of  the distribution of  islands: 
the entropy can be a measurement of  the vitality of  a 
community of  interest a high entropy might imply a vi-
tal community in which there are many reefs or small 
islands with independent and creative ideas; on the 
other hand, a low entropy might imply that the commu-
nity has focused on a set of  specific topics.  

– exploring fractal-like structure: we have revealed in the 
present study that there is a fractal-like structure embed-
ded in the strengths of  composite links in terms of  their 
weights; this phenomenon deserves further exploration. 

 

6.0 Conclusion 
 
A Knowledge map is a powerful tool to capture the whole 
picture of  a certain knowledge domain. However, one may 
get various pictures if  different sources, timespans, associ-
ation tags, grouping algorithms, and categorization pro-
cesses are employed. In this article, we have explained how 
we explored and what we found. A comparison between 
this research and a similar but independent study was 
made, and the comparison shows that the collective find-
ings are compatible and progressive. 

The evolution shown by the knowledge maps not only 
illustrates the current situation of  the academic community, 
but also indicates possible future research directions for the 
academic community interested in the field of  smart cities. 
The results of  this research imply that the academic com-
munity may have reached a common consensus about the 
issue of  IoT recently. It may also signify the maturation of  
the topic of  smart cities. Additionally, keywords concerning 
the value of  smart cities for pursuing a better life and envi-
ronment are overwhelmed by those concerning technology. 
Since the issues of  smart cities have many facets, it is sug-
gested that issues concerning values of  smart technology, 
such as sustainability of  urban development, social equity 
and justice, economic growth, adaption of  climate change, 
etc., should be further explored in future research. Further-
more, although many scholarly databases collect published 
journal and conference papers, unpublished reports, and 
grey literature, many of  them do not provide or only provide 
limited metadata for further academic research. If  they can 
be downloaded more easily and made user-friendly, know-
ledge maps of  different sources, viewpoints, tags and disci-
plines can be drawn more quickly. It would be very benefi-
cial to accumulate holistic knowledge. 
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1.0 Introduction and clarification of  scope 
 
This article is about thesauri intended for use in infor-
mation retrieval (IR—see note 1), rather than literary the-
sauri, which are generally designed for the different pur-
pose of  helping and inspiring the choice of  words and 
phrases in normal discourse. Roget’s Thesaurus, that very 
well-known literary thesaurus first published in 1852, long 
pre-dates the first IR thesaurus and probably inspired the 
invention of  the latter. For this reason, there is some ref-
erence to literary thesauri in the history section of  this ar-
ticle. In other sections, however, the term “thesaurus” in-
variably refers to the information retrieval thesaurus. 
 
2.0 What is a thesaurus? 
 
2.1 Purpose 
 
The prime function of  a thesaurus is to support infor-
mation retrieval by guiding the choice of  terms for index- 
ing and searching. According to ISO 25964-1 (Interna- 
tional Organization for Standardization 2011, Clause 4.1): 

The traditional aim of  a thesaurus is to guide the in-
dexer and the searcher to choose the same term for 
the same concept … a thesaurus should first list all 
the concepts that might be useful for retrieval pur-
poses in a given domain. The concepts are repre-
sented by terms, and for each concept, one of  the 
possible representations is selected as the preferred 
term … Secondly, a thesaurus should present the 
preferred terms in such a way that people will easily 
identify the one(s) they need. This is achieved by es-
tablishing relationships between terms—and/or be-
tween concepts—and using the relationships to pre-
sent the terms in a structured display. 

 
Foskett (1980) lists seven purposes for a thesaurus, of  
which six could be considered subdivisions or sub-aspects 
of  the main purpose cited above (As for his seventh pur-
pose, a means of  standardizing the use of  terms in a given 
subject field, Foskett acknowledges that this is desirable ra- 
ther than realistic). While the ISO 25964 description dates 
from 2011, it follows principles established long before. 
For example, Lancaster (1972, 25) explains: 
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Schultz (1967) has distinguished the functions of  the 
information retrieval thesaurus from a thesaurus of  
the Roget type as follows. Roget’s purpose was to 
give an author a choice of  alternative words to ex-
press one concept; to display a set of  words of  sim-
ilar meanings to allow an author to choose one that 
best suits his need. The information retrieval thesau-
rus tends to be more prescriptive. The thesaurus 
compiler chooses one term from among several pos-
sible, and directs the user to employ this one by 
means of  references from synonyms and other alter-
native forms. 

 
The use of  preferred terms rather than language-inde-
pendent codes or character strings is a key feature distin-
guishing the thesaurus from the classification schemes that 
were commonly used for IR before the advent of  the the-
saurus. Retrieval may seem simpler, to the layman, if  it can 
be expressed in words rather than codes. But there is an 
ambiguity challenge to overcome—in the language of  nor-
mal discourse one concept can be expressed in many dif-
ferent ways, and conversely one term can have many dif-
ferent meanings. To achieve the aim of  always choosing 
the same term for the same concept, an artificial indexing 
language has to be established, in which synonyms are con-
trolled, homographs are disentangled, and each preferred 
term is allowed only one meaning (although some may 
have very broad meanings). The thesaurus conveys that ar-
tificial language. 

This modus operandi for the thesaurus became established 
in the 1960s. The computer was then in its infancy: small, 
primitive, and almost entirely unavailable to the communi-
ties of  researchers and practitioners needing to retrieve in-
formation. Without computers to help, trained human in-
termediaries were needed at two critical stages of  the best 
IR systems: to index and/or classify the source documents 
and (in the second stage) to perform searches of  the same. 

Several classic texts of  this period, such as Gilchrist 
(1971), Lancaster (1972), Aitchison and Gilchrist (1972), 
and Soergel (1974), make it clear that the thesaurus is just 
one component in the whole IR system comprising a set 
of  tools and procedures, all of  which have to be designed 
in harmony. In those days, the IR system typically operated 
in isolation. While modern technology enables many more 
possibilities, needing even greater attention to compatibil-
ity among system components, today’s standards still re-
spect and support the original design principles. 
 
2.2 Content and structure 
 
The components of  a thesaurus are most succinctly laid 
out in the UML (Unified Modelling Language) model 
shown in ISO 25964-1 and reproduced as Figure 1 below 

(The model may also be seen on the official website at 
www.niso.org/schemas/iso25964/, and downloaded from 
http://www.niso.org/schemas/iso25964/Model_2011-
06-02.jpg. Key features are explained in Will (2012)). 

Thus, the essential core of  a thesaurus is a collection of  
concepts represented by terms and interlinked by relation-
ships, of  which the three main types are equivalence (be-
tween terms), hierarchical (between concepts) and associ-
ative (also between concepts). By long established conven-
tion, the tags USE and UF (Use For) precede preferred 
and non-preferred terms respectively, and the equally char-
acteristic tags BT, NT and RT indicate broader, narrower 
and associatively related concepts respectively. Figure 2 il-
lustrates how these simple elements are traditionally dis-
played. A great many in-house thesauri are built in this 
minimal way, without calling upon the many optional ex-
tras provided for in the data model. The alphabetical dis-
play in Figure 2 may optionally be supplemented by other 
types of  presentation, as discussed in Section 4.3 below on 
“systematization.”  

The thesaurus can also be visualized as a complex web 
of  interlinked concepts in which each concept is labelled 
by one or more terms in one or more languages. It has 
these main features: 
 
– The semantic scope of  a concept is indicated partly by 

the totality of  terms labelling it, partly by the hierar-
chical relationships linking it to broader and/or nar-
rower concepts, and where this is not enough, by a 
scope note and sometimes term definitions.  

– Admissible hierarchical relationships are of  three types: 
generic, instantial or partitive (subject to some re-
strictions on the eligible types of  partitive link). It is op-
tionally possible to distinguish these types, using the 
tags BTG/NTG, BTI/NTI, BTP/NTP respectively. 

– Admissible associative relationships apply to non-hier-
archical situations wherever two concepts are so associ-
ated that an indexer or a searcher should consider using 
one of  them as well as, or instead of, the other.  

– Concepts may be presented and ordered in arrays with 
node labels, following the principles of  facet analysis 

– Concepts may also be grouped in loose structures to 
suit particular domains or applications 

– Concepts not explicitly included in the thesaurus may 
be represented by combinations of  preferred terms (in 
situations known as “compound equivalence”—for ex-
ample: “coal mining USE coal + mining”) 

– It is also possible to add metadata to terms, to concepts, 
to relationships and to the thesaurus as a whole, such as 
dates of  introduction or change, version history, house-
keeping data, copyright information, etc. 

 
 



Knowl. Org. 46(2019)No.6 

S. G. Dextre Clarke. The Information Retrieval Thesaurus 
441

 
 
  

 

F
igu

re
 1

. T
he

sa
ur

us
 d

at
a 

m
od

el
 a

s 
re

co
m

m
en

de
d 

in
 I

SO
 2

59
64

-1
. 



Knowl. Org. 46(2019)No.6 

S. G. Dextre Clarke. The Information Retrieval Thesaurus 
442 

It should be stressed that many of  these features are op-
tional, enabling a variety of  sophisticated uses, and should 
not deter straightforward use of  the basics in simple appli-
cations. Detailed advice on all of  them may be found in 
national and international standards—principally ISO 
25964 and ANSI/NISO Z39.19 (National Information 
Standards Organization [2005] 2010)—and are further ex-
plicated in Aitchison et al (2000), Broughton (2006a) and 
Will 2012. 

Despite availability of  the guidance cited above, few 
current or past thesauri comply with the standards in every 
detail. Difficulties and divergences commonly occur in the 
following aspects: 
 
– Rigorous conformity with guidelines for hierarchical re-

lationships 
– Rigorous facet analysis 
– In a multilingual thesaurus, when and how to establish 

equivalence across languages 
– When and how to admit complex concepts designated 

by compound terms 
– Adoption of  the data model 
 
Surmounting such difficulties demands considerable ex-
pertise and time, adding to the expense of  thesaurus con-
struction and to doubts about cost-effectiveness, as noted 
in Sections 4.4 and 4.6 below. 

2.3 Definitions 
 
An authoritative definition of  “thesaurus” may be found 
in the international standard ISO 25964-1 (Clause 2.62): 
 

controlled and structured vocabulary in which con-
cepts are represented by terms, organized so that re-
lationships between concepts are made explicit, and 
preferred terms are accompanied by lead-in entries 
for synonyms or quasi-synonyms. 

 
Although phrased differently, a broadly compatible defini-
tion is that in the American standard ANSI/NISO 
Z39.19-2005 (R2010) (National Information Standards 
Organization [2005] 2010, Clause 4.1): 
 

A controlled vocabulary arranged in a known order 
and structured so that the various relationships 
among terms are displayed clearly and identified by 
standardized relationship indicators. Relationship in-
dicators should be employed reciprocally. 

 
The above definitions derive their authority from the pro-
cess of  drafting and approving a standard, which requires 
agreement by a committee of  experts and extensive con-
sultation among the user community. But copious alterna-
tive definitions exist in a variety of  texts, illustrating the 

 
pesticides 
 UF: fumigants 
 BT: agrochemicals 
 NT: fungicides 
  herbicides 
  insecticides 
 RT: pests 
 
pests 
 NT: pest insects 
  plant pests 
 RT: pesticides 
 
pigs 
 UF: hogs 
  porkers 
  sows 
 BT: livestock 
 
plant pests 
 BT: pests 

 

 
plant products 
 NT: cereals 
  fruits 
  spices 
  vegetables 
 RT: plants 
 
plants 
 RT: plant products 
 
porkers 
 USE: pigs 
 
poultry 
 BT: livestock 
 NT: chickens 
  ducks 
  geese 
  turkeys 
 RT: eggs 
 
sheep 
 BT: livestock 
 RT: wool 
 

Figure 2. Brief  extract from a minimal monolingual thesaurus. 
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extent of  confusion that surrounds the thesaurus. Many 
are intended to counteract loose use of  the term “thesau-
rus,” which is commonly applied to any sort of  knowledge 
organization system (KOS), such as a subject headings list, 
or to a set of  synonym rings. Conversely, some vocabular-
ies that could properly be described as thesauri may instead 
be called an ontology or a taxonomy. 
 
2.4 Why the confusion? 
 
Some of  the current confusion may be explained by devel-
opments that emulate thesaural conventions in other types 
of  KOS. In the 1990s, for example, a “thesaurification” pro-
ject explored adaptation of  some schedules of  the UDC 
(Universal Decimal Classification) (Riesthuis and Bliedung 
1991). This did not interfere with the primary function of  
the UDC as a classification scheme. Around the same time, 
the Library of  Congress Subject Headings (LCSH) began to 
adopt thesaurus tags such as BT, NT and RT in its display 
(Thesaural use of  these tags is illustrated in Figure 2). Today 
(3 August 2016), a Wikipedia entry for the LCSH claims that 
“The Library of  Congress Subject Headings (LCSH) com-
prise a thesaurus … of  subject headings, maintained by the 
United States Library of  Congress, for use in bibliographic 
records.” The use of  thesaural conventions and BT/NT 
tags, however, does not make the LCSH a thesaurus, as 
pointed out long ago by Rolland-Thomas (1993) and illus-
trated more recently by Spero (2008 and 2012). The LCSH 
is fundamentally a subject headings list (defined as a “struc-
tured vocabulary comprising terms available for subject in-
dexing, plus rules for combining them into pre-coordinated 
strings of  terms where necessary” – ISO 25964, clause 2.57) 
rather than a thesaurus. Differences between the way subject 
headings and thesauri are used are discussed in De Keyser 
(2012). 

Another explanation is that all the national and interna-
tional standards for thesauri take the form of  guidelines 
rather than mandatory instructions. Adopters, therefore, 
have a great deal of  liberty to cherry-pick only the recom-
mendations that suit the circumstances of  their own the-
saurus and ignore the rest. 

A third part of  the explanation is that very often the per-
son charged with sorting out an organization’s information 
assets has little or no training in knowledge organization. If  
the decision is to develop an in-house indexing language or 
a filing structure, it may be built in whatever way comes eas-
iest, and randomly named a “classification scheme” or a 
“thesaurus” or an “ontology” to suit the fashion of  the day. 
The misnomer “thesaurus” has spread easily this way, lead-
ing to much confusion. 

Even for the trained information professional, distin-
guishing between the different types of  KOS can be hard. 
Over the years, many attempts at clarification have been 

made (e.g. Fast et al, 2002; Garshol 2004; Hodge 2000; Kless 
et al 2012). Useful definitions of  several KOS types may be 
found in ANSI/NISO Z39.19 and ISO 25964; ISO 25964-
2 (International Organization for Standardization 2013) also 
brings out the similarities and the differences to provide for 
in the context of  interoperability. Zeng (2008) casts further 
light by analysing and comparing features of  many different 
types of  KOS. 

A different sort of  confusion surrounds the basic roles 
of  terms versus concepts. From the early days of  thesaurus 
R&D, the basic aim was to index the semantic content of  
documents rather than the terminological content. Con-
cepts useful for indexing were collected in a thesaurus, 
where they were organized and their inter-relationships were 
established. When a hierarchical relationship was estab-
lished, the reciprocal links between the broader and nar-
rower concepts might usefully have been designated BC 
(broader concept) and NC (narrower concept). In practice, 
however, they were named BT (broader term) and NT (nar-
rower term), and this practice was adopted widely. The I974 
edition of  ISO 2788 (International Organization for Stand-
ardization 1974) attempted to clarify by explaining “the hi-
erarchical relation is represented by the references 
BROADER TERM (BT), representing the relation of  a 
concept being superordinated, and NARROWER TERM 
(NT), indicating the reciprocal relation” (International Or-
ganization for Standardization (1974) clause 3.4.3). But it 
was too late—the misnomers have stuck, to this day.  

Over the decades, this confusion has led to much mis-
understanding among thesaurus users. Also, the software 
developed for thesaurus management has often adopted a 
data model in which the hierarchical and associative rela-
tionships are established between terms rather than be-
tween concepts, and this has impeded thesaurus interop-
erability. See discussion in Dextre Clarke and Zeng (2011). 
 
3.0 How a thesaurus is used  
 
3.1 For post-coordinate indexing and searching  
 
The original thesaurus purpose and mode of  use as de-
clared in the standards is confirmed in many texts, such as 
Wellisch (1995, 475) “thesauri are primarily intended for 
indexing as well as for searching and retrieval from post-
coordinated systems, in which an indexer may assign sev-
eral descriptors to documents, while users may combine 
those descriptors to form search statements.” For more 
background on post-coordinated systems and their under-
pinning with controlled vocabularies and Boolean logic, 
see Sharp (1967), Lancaster (1972) or Dextre Clarke 
(2008). Today’s continuing demand for quality biblio-
graphic databases supporting Boolean retrieval is upheld 
by Hjørland (2015). 
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As originally conceived, the act of  consulting the the-
saurus either for indexing or for searching can be time-
consuming. When the user has worked out key concepts 
of  the document to be indexed or the query to be investi-
gated, he or she needs to find an entry point among the 
terms and/or groups available, and follow the network of  
relationships to establish the closest possible match in the 
thesaurus. Skill as well as patience and subject knowledge 
are needed, since thesauri vary greatly in quality and in for-
mat (see Section 5 below). Nowadays it is hard to find in-
dexers with the requisite training, while trained end-users 
are very rare indeed. Therefore, modern systems tend to 
automate both indexing and searching, using an electronic 
version of  the thesaurus. 

Thesaurus-based indexing functions may be needed in 
situations such as library cataloguing, compilation of  bib-
liographic databases and tagging/indexing of  image col-
lections. Generally, a software package designed for that 
application is used, with indexing support capabilities that 
vary from (at the simple end) speeding up the task of  the-
saurus navigation to (at the sophisticated end) delivering 
totally automatic indexing. In between are systems that val-
idate and/or switch the indexer’s terms, that select candi-
date terms for the human indexer to accept or reject and 
“suggester” systems for social tagging. 

Forty years ago Caplan (1978) reported a number of  
failures in trials of  thesaurus-based automatic indexing. 
More recently Lancaster (1998) provided a more promis-
ing account of  the techniques available, but concluded 
(294) “even the most sophisticated of  current automatic 
indexing procedures compare unfavourably with skilled 
human indexing.” Eight years later, Tudhope et al (2006) 
were still calling for more research. Ten years later, re-
search into metadata enrichment with thesaurus terms was 
outlined in Tudhope and Binding (2016). Kempf  and Neu-
bert (2016) describe several modes of  implementation, in-
cluding one that exploits inter-KOS mappings. Clause 16 
of  ISO 25964-1 advises on the thesaurus features needed 
to enable such functions. 

Meanwhile, as described in Section 7 below, a new breed 
of  KOS is emerging in the enterprise search sector, loosely 
named “taxonomy,” and stimulating a demand for auto-
matic categorization tools. Since some taxonomies share 
some features with thesauri (See ISO 25964-2, Clause 19), 
the associated R&D effort is already yielding progress that 
can be applied to thesaurus-based indexing. Unfortunately, 
a great many in-house applications go unreported in the 
research literature, including research by the vendors of  
software for automatic categorization. In the experience 
of  this author, the support for thesaurus-based indexing 
in off-the-shelf  library management packages is rarely as 
effective or user-friendly as it could be. Likewise, the qual-
ity of  automatic or semi-automated indexing tools varies 

greatly and much care is needed to obtain reliable outputs. 
Further discussion of  automatic indexing is outside the 
scope of  this article, particularly since most cases do not 
use a thesaurus. 

Turning now to search applications, here too the elec-
tronic medium speeds up thesaurus navigation. Further-
more, with suitable software it enables broadening or nar-
rowing a search at will. Consider, for example, a search for 
“packaging AND fruit.” Relevant results would include 
any items dealing with the packaging of  any of  potentially 
hundreds of  different types of  fruit. The technique known 
as “search explosion” exploits the hierarchical relation-
ships in a thesaurus to expand the search statement auto-
matically and cover all those hundreds of  fruit types. It is 
similarly possible to extend a search via associative rela-
tionships, and this is usually termed “search expansion.” 
These and other search functions are reviewed in Shiri et 
al (2002), and further discussed in Shiri (2012). The case 
study of  the STW Thesaurus for Economics by Kempf  and 
Neubert (2016) illustrates similar techniques, and other 
ways in which a thesaurus can be used to enhance retrieval, 
even when the user is unaware of  its support. 

Evidently indexing and searching have moved on from 
the early days, when a thesaurus and its IR system could 
operate usefully in isolation and even without a computer. 
Thesaurus use in today’s IR applications relies on elec-
tronic manipulation, involving transfer of  data from one 
subsystem to another. Success depends on interoperability, 
i.e., the ability of  systems and/or components to exchange 
information and to use the information that has been ex-
changed. There are now at least two main contexts for the-
saurus interoperability: 
 
–  “Vertical integration” of  the thesaurus with software 

for indexing or searching or occasionally some other IR 
function, as already described; 

–  “Horizontal engagement” of  the thesaurus with an-
other KOS (perhaps another thesaurus, or a subject 
headings list, or a classification scheme), typically re-
quiring conversion of  indexing and search expressions 
between the languages of  the different KOSs. 

 
The vertical context sees a thesaurus transformed from a 
static map of  concepts, terms and relationships to a func-
tioning system. The horizontal context crosses a different 
boundary, to be described next. 
 
3.2 Networked uses, especially in the semantic web 
 
A single search across multiple databases would be rela-
tively straightforward if  all used the same natural language, 
the same machine protocols and the same indexing lan-
guage. To overcome the disparities found in real life, two 
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approaches to interoperability are especially relevant for 
KOSs, namely inter-vocabulary mappings and linked data. 

A mapping is defined as a “relationship between a con-
cept in one vocabulary and one or more concepts in an-
other” (ISO 25964-2, clause 3.41). For example, an equiv-
alence mapping between the concepts labelled “instant 
coffee” in one thesaurus and “soluble coffee” in another, 
would establish that they are viewed as identical for seman-
tic purposes. Existence of  mappings like this makes it easy 
to “translate” search queries for use in the corresponding 
IR systems, and/or to augment the metadata of  resources 
indexed with either thesaurus. When sets of  mappings are 
available between many KOSs, it opens the prospect of  
extending searches widely and multilingually. 

The value of  such mappings is demonstrated in the “Me-
tathesaurus” of  the Unified Medical Language System 
(UMLS) <www.nlm.nih.gov/research/umls/>, a semantic 
tool serving research in biomedicine, health care and related 
fields. It contains concepts from more than 100 KOSs as 
well as relationships from within the KOSs and many map-
pings between their respective concepts. Andrade and 
Lopes Gines de Lara (2016) assess its usefulness in retrieval 
from relevant databases. The influence of  this construct has 
led some authors to speak of  a “metathesaurus” wherever 
existing thesauri are integrated, linked or mapped together 
(Shiri 2012)—and a variety of  ways is possible. 

Not all mappings are as simple as equivalence. Dextre 
Clarke (2011a) enumerates a variety of  mapping types in- 

vestigated in research projects such as Renardus, MACS 
(Multilingual ACcess to Subjects), CrissCross and Ko-
MoHe. ISO 25964-2 (International Organization for 
Standardization 2013) provides for hierarchical and asso-
ciative mappings as well as equivalence. Hierarchical map-
pings are directional—either broader or narrower. Equiv-
alence mappings subdivide into simple or compound; 
compound equivalence has two subtypes (intersecting or 
cumulative) while simple equivalence can be qualified as 
exact or inexact. Figure 3 shows the range of  mapping 
types, with an example of  each. Mapping statements 
should be expressed using the conventional tags (EQ, BM, 
NM etc) and the symbols shown. 

Even more subtlety is possible in applications that need 
to distinguish between subtypes of  hierarchical mapping. 
See Figure 4. 

While thesaurus mapping projects have a much longer 
history (see, for example, Horsnell (1975) or Hood and 
Eberman (1990) or Hoppe (1996) reporting on UMLS 
work that began in 1986), the growth of  the Internet and 
the WWW has made them more widely applicable. Thus, 
Zeng and Chan (2004) drew attention to opportunities 
emerging in the internet context and Vizine-Goetz et al 
(2004) described a labour-saving methodology. Mayr and 
Petras (2008) illustrated the possibilities. Several other 
mapping projects were reported in Proceedings of  the Co- 
logne Conference on Interoperability and Semantics in 
Knowledge Organization (Boteram et al 2011). 

Equivalence 
 Simple: Laptop computers  EQ Notebook computers 
 Exact equivalence: Aubergines  =EQ  Egg-plants 
 Inexact equivalence: Horticulture  ~EQ  Gardening 
 
 Compound: 
 Intersecting compound equivalence: Women executives  EQ Women + Executives 
 Cumulative compound equivalence: Inland waterways   EQ  Rivers | Canals 
Hierarchical 
 Broader: Streets  BM  Roads 
 Narrower: Roads   NM  Streets 
Associative e-Learning  RM  Distance education 

Figure 3. Mapping types in ISO 25964-2, with examples of  mapping statements. 

Hierarchical Subtype Mapping statement example Reciprocal example 
Generic rats  BMG  rodents rodents  NMG  rats 

Instantial Paris  BMI  capital cities capital cities  NMI  Paris 

Whole-part fingers  BMP  hands hands  NMP  fingers 

Figure 4. Mapping statements that distinguish between subtypes of  hierarchical mapping. 
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Doerr (2000) analysed perceived semantic problems of  
thesaurus mapping. Confusingly for us today, his use of  
the term “mapping” differs from the ISO 25964 defini-
tion, applying to relationships within one vocabulary ra-
ther than between different ones. Thus, he deplored the 
weakness of  thesaurus semantics for hierarchical relation-
ships when compared with class subsumption in an ontol-
ogy. Subsequent release of  SKOS (see note 2) seems to 
have overcome or at least eased such problems (Tudhope 
and Binding 2016). According to Isaac and Baker (2015, 2)  
 

The lack of  a way to express less formal semantics 
hindered many early projects that tried to apply Se-
mantic Web technology in the cultural sector by mas-
saging existing knowledge organization systems into 
formal ontologies. Given the scope of  the artifacts 
considered, this effort required considerable onto-
logical debugging that was ultimately of  dubious 
value. Indeed, most information retrieval scenarios 
using KOS for searching or browsing collections do 
not require more than the information that one con-
cept is broader than another. 

 
Establishment of  the world wide web (WWW) has brought 
new opportunities and challenges for IR in general and for 
KOS use in particular. On the one hand, vast resources have 
come within our reach; on the other hand, individual re-
sources may be expressed in a multiplicity of  languages like 
the Tower of  Babel. As pointed out in the context of  the 
STW Thesaurus for Economics, “The Web changes everything” 
(Kempf  and Neubert 2016, 162). 

A particular breakthrough for KOS linkage was approval 
and release of  the W3C recommendation SKOS Reference 
(Miles and Bechhofer, 2009) with specific guidance on how 
to publish mappings between KOSs. SKOS publication fol-
lowed on from a research report by Miles (2006, 1) aiming 
“to develop a formal theory of  retrieval using controlled vo-
cabularies that have a simple and intuitive structure [such as 
thesauri, classification schemes, subject heading systems, 
taxonomies and other types of  structured vocabulary], to 
provide the necessary theoretical foundations for the devel-
opment of  Semantic Web languages and design patterns for 
distributed retrieval applications.” Since 2009, a number of  
extensions have been added to SKOS to support interoper-
ability in particular contexts; work on some mapping tools 
for thesauri is described in note 2. 

Turning to the other main interoperability opportunity, 
the principles of  linked data are set out in Tim Berners-Lee’s 
2006 paper at www.w3.org/DesignIssues/LinkedData 
.html. As he explains (1), “The Semantic Web … is about 
making links, so that a person or machine can explore the 
web of  data. With linked data, when you have some of  it, 
you can find other, related, data. Like the web of  hypertext, 

the web of  data is constructed with documents on the web. 
However, unlike the web of  hypertext, where links are rela-
tionships anchors in hypertext documents written in 
HTML, for data they links [sic] between arbitrary things de-
scribed by RDF.” For a KOS (such as a classification scheme 
or a thesaurus) the essential starting point is to publish the 
whole scheme on the web using resource description frame-
work (RDF) syntax and giving each concept or class a uni-
form resource identifier (URI). Once that is in place, anyone 
anywhere can set up a direct link to any concept or class. For 
example, if  a web page or a bibliographic record in a data-
base on the web has been indexed with the thesaurus con-
cept “renewable energy,” the person interested in that con-
cept can move directly from the thesaurus to those and 
other relevant pages. This opens up the prospect for any 
thesaurus published on the web to act as a connecting hub 
for an immense literature in the subject field concerned, 
without any need to assemble the disparate documents in 
one collection or database. See note 2 for tools for hand-in-
hand application of  ISO 25964 and SKOS. 

A vision of  Wikipedia as the connecting linked data hub 
for hundreds of  thesauri and other KOSs is outlined in a 
speculative paper from Garcia-Marco (2016). Kempf  and 
Neubert (2016) show how the use of  linked open data 
(LOD) is already paying off  for the STW Thesaurus for Eco-
nomics. Baca and Gill (2015) describe the challenges and 
long development path at the Getty Research Institute 
leading up to publication on the web of  three KOSs that 
are very influential and widely used in the cultural heritage 
sector: The Art & Architecture Thesaurus, the Union List of  
Artist Names and the Getty Thesaurus of  Geographic Names. 
They hope, thereby, to enable potential universal access to 
information in different formats and languages, about the 
works of  art and countless other exhibits in museums, li-
braries and galleries around the world. The 2017 release by 
the European Commission of  a new European Interoper-
ability Framework (EIF) <ec.europa.eu/isa2/eif> further 
emphasizes the opportunities for public administrations to 
put linked data to work across the countries of  Europe. 
 
3.3 Other uses 
 
Although not the primary purpose, thesauri may also be 
used for precoordinate indexing (Wellisch 1995, ISO 
999:1996 (International Organization for Standardization, 
1996)). When this is done, users of  the precoordinate in-
dex (typically found at the back of  a book) are not ex-
pected to consult a thesaurus (since cross-references to 
synonyms etc. may be embedded within the index). Con-
versely, a thesaurus may be used not for indexing but only 
for searching. This removes the need for compliance with 
the standards. See Section 5.7 below. 
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Educationalists sometimes argue that a thesaurus is valu-
able in its own right, for domain analysis, as a conceptual and 
terminological guide to a domain, and for development of  
the mind. Lykke Nielsen (2001, 778) states that “the thesau-
rus is a tool that helps individual users to get an understand-
ing of  the collective knowledge domain.” Broughton 
(<www.iskouk.org/sites/default/files/ISKOUKGreatDe 
bate-Broughton_0.pptx>, slide 6) argues “the thesaurus 
teaches us to take a critical and analytical approach to the 
domain. It makes us think about the nature of  concepts, the 
form of  their labels [and about] their relationships,” and 
(slide 9) “there’s something fundamental about this ap-
proach to modelling information domains that should not 
be lightly abandoned.” More generally Soergel (2014) has ar-
gued that the construction of  any sort of  knowledge organ-
ization schema, particularly with entity-relationship model-
ling, facet analysis and a graphical presentation of  concepts, 
is a useful learning discipline. Still more uses are emerging as 
the internet pervades the office and everyday living. To sat-
isfy these new uses, however, the standard thesaurus model 
may need to evolve. 
 
4.0 History of  thesaurus development and use 
 
4.1 Origins 
 
To Peter Mark Roget, working in the middle of  the nine-
teenth century, we owe the insight that it would be valuable 
to supply (Roget 1952, 559 emphasis original) “a collection 
of  the words [the English language] contains and of  the 
idiomatic combinations peculiar to it, arranged, not in al-
phabetical order, as they are in a dictionary, but according 
to the ideas which they express.” His aim, rather than infor-
mation retrieval, was to help “find the word, or words, by 
which [an] idea may be most fitly and aptly expressed.” 

An expanding volume of  scientific and other scholarly 
literature in the first half  of  the twentieth century brought 
challenges for classification, the orthodox retrieval tech-
nology of  the times. It led to developments such as faceted 
classification, post-coordinate indexing, and experiment 
with various sorts of  cards, all of  which were to prove 
helpful when the idea of  an IR thesaurus was conceived. 

According to Roberts (1984), the first suggestion of  us-
ing a thesaurus in the context of  IR came from Calvin 
Mooers in 1947. At around the same time C. L. Bernier 
and E. J. Crane made a similar, independent suggestion, 
but (Roberts, 272) “expressed the view that a general the-
saurus was not an appropriate form for retrieval pur-
poses.” Much experiment followed over the next decade, 
but none of  the various thesaurus approaches described 
by Joyce and Needham (1958)—e.g., “term lattices”—
seems to have prospered, nor come close to the style of  
thesaurus that was to emerge in 1959. It was after this ges- 

tation period that (Roberts 1984, 281) “the first full-scale, 
operational in-house retrieval thesaurus [was produced] to 
solve pressing practical problems at E. I. Du Pont 
Nemours and Co., Inc., Wilmington, U.S.A.” Krooks and 
Lancaster (1993) credit Eugene Wall with developing the 
principles that determined the shape of  this pioneering 
compilation. 
 
4.2 Period of  ascendancy 
 
More research and development (R&D) followed the 1959 
birth of  the IR thesaurus, one of  the driving forces being 
the post-war preoccupation of  the US military with a need 
for effective information management. Progress came 
with publication of  the Thesaurus of  ASTIA Descriptors 
(Armed Services Technical Information Agency 1960) and 
of  the Chemical Engineering Thesaurus (American Institute of  
Chemical Engineers 1961), followed in 1967 by the land-
mark Thesaurus of  Engineering and Scientific Terms (Office of  
Naval Research 1967), commonly known as TEST. A 
fuller description of  these works can be found in Krooks 
and Lancaster (1993) and in Aitchison and Dextre Clarke 
(2004). 

Widespread use of  thesauri continued throughout the 
1960s, 1970s and 1980s in IR systems that mostly relied on 
cards of  various types, sizes and materials, including some 
that were sorted by machines (Dextre Clarke 2008; Sharp 
1967). These were post-coordinate systems, which require 
each document to be indexed by selecting relevant terms 
from a controlled vocabulary such as a thesaurus. A the-
saurus was used too by many of  the bibliographic data-
bases that were hosted online by services such as Lock-
heed’s Dialog system, followed later by CD-ROM distribu-
tion. Notable pioneers of  construction methodology in-
cluded Jean Viet, Jean Aitchison and Donald Leatherdale, 
who each produced a number of  influential thesauri. Dex-
tre Clarke (2008) provides a vivid account of  how the tools 
and technology of  those times were used. 

Further impetus came from development of  national 
and international standards for thesaurus construction, in-
dicating the extent of  interest from the information-using 
community. The most influential, listed in chronological 
order of  their first editions, included: 
 
 Deutsches Institut für Normung. DIN 1463 Guidelines 

for the establishment and development of  monolingual 
thesauri [translated title] 1972 (Now withdrawn, with 
ISO 25964-1 recommended in its place). 

 International Organization for Standardization. ISO 
2788-1974 Documentation - Guidelines for the estab-
lishment and development of  monolingual thesauri. 1st 
ed. International Organization for Standardization: Ge-
neva, 1974 (Now superseded by ISO 25964-1). 
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 American National Standards Institute. ANSI Z39.19-
1974 American National Standard Guidelines for the-
saurus structure, construction and use. American Na-
tional Standards Institute: New York, 1974 (Now super-
seded by ANSI/NISO Z39.19-2005). 

 International Organization for Standardization. ISO 
5964-1985. Documentation - Guidelines for the estab-
lishment and development of  multilingual thesauri. In-
ternational Organization for Standardization: Geneva, 
1985 (Now superseded by ISO 25964-1). 

 
These and other KOS standards are discussed in Dextre 
Clarke (2011b), although this article pre-dates publication of  
the two parts of  ISO 25964, in 2011 and 2013 respectively 
(International Organization for Standards 2011 and 2013). 
 
4.3 Systematization 
 
As noted by Dextre Clarke (2001, 86) “standardisation has 
not brought uniformity.” Having the status of  guidelines 
rather than mandatory requirements, all the standards left 
plenty of  scope for continuing experiment. While nearly 
all published thesauri include an alphabetical list of  terms 
(which may be as simple as the extract in Figure 2, or can 
show additional attributes and relationships) very often the 
alphabetical list is complemented by other types of  display. 

The great weakness of  any alphabetical list is the need 
to know a term before one can find the corresponding 
concept(s). Thus, an alphabetical list does not respect Ro-
get’s vision that it would be useful to arrange terms sys-
tematically according to the ideas or concepts they repre-
sent. His literary insight applies equally in the context of  
information retrieval. A search concerning “wood” for ex-
ample, could equally be expressed using the term “timber,” 
and an alphabetical list would place these terms far apart 
even though the underlying concept may well be the same. 

The classic TEST thesaurus addressed this weakness by 
providing three indexes: permuted, hierarchical and by sub-
ject category. A derived style, slightly more elaborate, was 
followed in several thesauri designed by Jean Viet, including 
the influential Macrothesaurus from the Organization for 
Economic Cooperation and Development (OECD). A dif-
ferent approach was adopted by Aitchison, Gomersall and 
Ireland in their ground-breaking 1969 vocabulary Thesau-
rofacet, comprising a faceted classification fully integrated 
with a thesaurus. This approach relies on concept-based 
analysis from the very start, enabling elaboration of  the fac-
eted classification and subsequent derivation of  a thesaurus. 
Aitchison and Dextre Clarke (2004) describe how Aitchison 
progressively refined and enhanced this technique over the 
decades to follow, designing a long line of  thesauri such as 
the UNESCO Thesaurus (Aitchison 1977), the BSI ROOT 
Thesaurus (British Standards Institution 1981) and the Inter- 

national thesaurus of  refugee terms (Aitchison 1996). Biswas and 
Smith (1989) review a number of  other efforts to combine 
a classification scheme with a thesaurus, especially the “Clas-
saurus” and its variants developed in India by Bhatta- 
charyya, Devadason and others. Broughton (2006a) also ad-
vocates facet analysis as the soundest basis for thesaurus 
construction and claims that “the generation of  a thesaurus 
from its equivalent faceted classification is almost as auto-
matic a process as thesaurus construction can ever hope to 
be” (Broughton, 2006b, 60). 

Rather than a full-blooded classification, the systematic 
listing of  preferred terms in MeSH (Medical Subject Head-
ings) was a set of  extensive hierarchical “tree structures” 
with an elaborate expressive notation that served both as a 
vocabulary look-up device and as a search key in the data-
bases of  MEDLARS (Medical Literature Analysis and Re-
trieval System) and later Medline. The first (1982) edition 
of  the multilingual thesaurus AGROVOC (Leatherdale 
1982), taking a different approach, avoided the need for a 
separate hierarchical section by embedding the complete 
upper and lower hierarchical context of  each concept 
within the alphabetical display. See Figure 5. 
 

HORSES 
 uf       equus caballus 
   BT1    equidae 
      BT2    perissodactyla 
         BT3    mammals 
            BT4    vertebrates 
   BT1    livestock 
      BT2    domestic animals 
         BT3    animals 
   NT1    draught horses 
   NT1    foals 
   NT1    mares 
   NT1    racehorses 
   NT1    saddle horses 
      NT2    ponies 
   NT1    stallions 
      NT2    geldings 
   rt        meat animals 

Figure 5. Entry for a preferred term in 
the English version of  AGROVOC’s 
1982 edition. 

 
Throughout the 1960s, 1970s and 1980s, much of  the ex-
periment was constrained by the need to provide users 
with printed copies of  the thesaurus, and update them reg-
ularly. Even after bibliographic databases such as Medline 
and AGRIS became available online through host services 
such as Dialog, or on CD-ROM discs, the corresponding 
thesauri were still widely distributed in hard copy. As late 
as 1990 the first edition of  the influential Art & Architecture 
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Thesaurus was published conventionally, and even followed 
in 1994 by a second edition (Getty Art History Infor-
mation Program 1994) in five weighty volumes, each over 
500 pages. But after that, only the electronic version has 
been maintained. From the 1990s onwards, most new the-
sauri have been published in electronic media only. 

If  the focus is on an electronic version, not only are the 
costs and hassle of  printed distribution eliminated, but also 
there is greater freedom to change the presentation fre-
quently in response to feedback, and develop features that 
support indexing and searching of  any associated databases. 
For example, the STW Thesaurus for Economics is nowadays 
published on the web (see http://zbw.eu/stw/version/lat-
est/about.en.html), enabling immediate searching of  the 
EconBiz database and at the same time supporting linked 
open data applications. Similarly, AGROVOC has in the 
twenty-first century undergone huge redevelopment, ex-
ploiting SKOS to enable linked data applications and incor-
porating some new relationship types in its “agrontology” 
(Caracciolo and Keizer 2014). Figure 6 shows how an entry 
in AGROVOC looks in 2017, with simultaneous views of  
hierarchy and all the language equivalents, etc., on one 
screen, plus easy hyperlinks to all related concepts. 
 
4.4 Maturity, senescence or rejuvenation? 
 
A tailing-off  in the popularity of  thesauri has occurred from 
approximately the end of  the 1980s, probably due to in- 

creasing availability of  desktop computers, as well as the rise 
of  the internet (Dextre Clarke 2008). The new technologies 
have enabled alternative retrieval methods that for most ap-
plications appear less expensive than post-coordinate index-
ing plus thesaurus development and maintenance. From 
that time onwards, while a good thesaurus works no less ef-
fectively than before, its role has been relegated to relatively 
fewer search applications (Dextre Clarke 2016), such as re-
trieval from image collections (MacFarlane 2016), cultural 
heritage collections and bibliographic databases. In these sit-
uations, it still brings benefits, especially when implemented 
in linked data mode (Tudhope and Binding 2016). Shiri 
(2012) paints an optimistic picture of  the opportunities. 

Latest versions of  the standards Z39-19, ISO 25964-1 
and ISO 25964-2 are dated 2005 (reaffirmed 2010), 2011 
(confirmed 2017) and 2013 respectively. While in them the 
basic principles of  thesaurus design show little change 
from previous versions, it is clear the context in which a 
thesaurus operates has changed markedly. Interoperability 
is now the key to success—and is reflected in the content 
of  the standards. See note 3 for some clarification of  the 
differences between these standards. 

Some authors believe the way relationships are treated in 
a thesaurus could usefully evolve. Alexiev et al (2014) sug-
gest that interoperability, inferencing capabilities and the re-
liability of  search explosion would all be improved by more 
rigorous discrimination between the three types of  hierar-
chical relationship allowed by the standards. Hjørland (2016) 

 

Figure 6. Online display of  the entry for “horses” in AGROVOC, January 2017. 
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asks why thesauri “bundle” different kinds of  semantic re-
lations into one relationship type—the associative—and 
suggests (151) that “thesauri would probably be improved” 
if  they adopted some attributes from ontologies, in particu-
lar the avoidance of  “standardized limitations on the kind 
of  semantic relations used.” He points out further that the 
most useful types of  relationship to specify may vary from 
one domain to another. Vernau (www.iskouk.org/sites/de-
fault/files/190215Debate_1-JudiVernau.mp3) too has 
called for changes in the approach to relationships. 

Enthusiasts for change may like to note that the current 
standards are already permissive of  developments, e.g., the 
inclusion of  new customized relationships, that do not 
transgress the existing rules. All international standards are 
reviewed on a five-year cycle, enabling proponents to make 
the case for revision as soon as such developments have 
proved their worth. The passage of  time will tell whether 
the thesaurus continues as before in its relatively few niche 
applications, or whether it blossoms into new networked 
opportunities, perhaps revitalised by an infusion of  ideas 
from ontologies and other types of  KOS. Section 7 below 
summarizes the challenges and opportunities for continuing 
exploitation and evolution. 
 
5.0 Types and styles of  thesaurus 
 
5.1 Overview 
 
The Basel Register of  Thesauri, Ontologies & Classifica-
tions (BARTOC) at www.BARTOC.org and the Taxonomy 
Warehouse <taxonomywarehouse.com> list hundreds of  
thesauri among other types of  KOS. Despite their astonish-
ing variability in aspects such as subject scope, size, specific-
ity, function, format, layout, language, quality of  construc-
tion, etc., it is hard to divide them into distinct species or 
types. Much of  the variation seems stylistic rather than fun-
damental, with one style borrowing features from another 
and a proliferation of  hybrids. This section will, therefore, 
start by describing the “bare minimum” that can be ex-
pected in any IR thesaurus, and continue with some discus-
sion of  frequently observed differences in style, before dis-
cussing some categories of  thesaurus that might or might 
not be considered distinct types. 
 
5.2 The bare minimum 
 
These features are indispensable in a traditional function-
ing thesaurus: 
 
– For every concept deemed worth indexing/searching, 

inclusion of  as many as possible of  the terms that might 
represent it, with one of  these selected as “preferred”; 

– Any hierarchical or close associative relationships be-
tween the concepts should be shown; 

– Some kind of  display or index must enable users to look 
up the terms and concepts. 

 
Taken together these three requirements typically lead to a 
list of  all terms and relationships, with entries alphabeti-
cally arranged, in the style of  the extract in Figure 2. 
Alongside these traditional requirements, it is worth noting 
a trend towards applications in which the thesaurus is im-
plemented behind the scenes; this reduces or obviates the 
need for any kind of  display or, indeed, for designating the 
preferred term for a concept. 

While the vocabulary illustrated in Figure 2 complies 
with the standards, a more ambitious thesaurus would also 
incorporate scope notes, history notes, faceted arrays in-
troduced by node labels, concept groups and other op-
tional features. The data model in Figure 1 points to very 
many opportunities for enhancing a thesaurus in ways that 
are standards-compliant and supportive of  interoperability 
in networked applications. As to format, the alphabetic list 
is often supplemented by other displays to help users find 
the right term, such as a classified display, a set of  hierar-
chical trees, a permuted index or even a graphical display. 
Thesauri that were developed to serve a particular database 
sometimes show extras, such as the number of  postings 
for each term. In lieu of  explicit display, some of  the extra 
features may be hidden, invoked only as functions of  a re-
trieval system. 
 
5.3 Different styles for different communities 
 
In this section, we discuss presentational differences, 
which may not be fundamental to thesaurus operation but 
can still influence user acceptance and hence retrieval ef-
fectiveness. In certain domains, a particularly influential 
thesaurus has influenced the development of  subsequent 
vocabularies. For example, MeSH (the Medical Subject Head-
ings list of  the National Library Medicine, first issued in 
1960) early on developed a set of  “tree structures” having 
a distinctive style of  notation directly functional in data-
base retrieval (and still visible in today’s MeSH online, see 
https://meshb.nlm.nih.gov/#/treeSearch). Both the trees 
and the notation were emulated in later thesauri for medi-
cal applications, such as EMTREE, the thesaurus of  Else-
vier’s Excerpta Medica database. Similarly, the Art & Archi-
tecture Thesaurus first published in 1990, with a very distinc-
tive style of  facet-driven hierarchical display incorporating 
“guide terms,” has inspired much thesaurus development 
work in the heritage sector worldwide. 

Other historical influences have been thesaurus mainte-
nance software and preferences of  the original designers. 
Thus, thesauri managed with the CAIRS or the TIKIT 
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package characteristically presented “stop terms” and “go 
terms,” and some user communities still look for these in 
every new thesaurus. Many thesauri funded in the twenti-
eth century by the Commission of  the European Commu-
nities used the ASTUTE software, which generated alpha-
betical displays with entries in the style of  Figure 5. The 
style and conceptual approach of  pioneers Jean Viet and 
Jean Aitchison (see 4.3 above) inspired many followers to 
apply the principles of  classification to thesaurus develop-
ment. 

A good many other variations on format and layout of  
printed thesauri, including some graphical representations, 
are described and/or illustrated in Foskett (1980). Shiri 
(2012) provides an update, including screen layouts for 
electronic thesauri, to be discussed next. 
 
5.4 Electronic thesauri 
 
Arguably, an electronic format is just another stylistic var-
iation, not affecting the fundamentals. Electronic thesauri 
have been around from the early days of  online biblio-
graphic databases such as AGRIS, CAB Abstracts, IN-
SPEC, Engineering Index, ERIC, etc, that chose to pro-
vide their search vocabularies as a printed thesaurus and as 
an electronic version of  the same, integrated to greater or 
lesser degree with the search functions of  the database. In 
such cases, the underlying content and structure of  both 
online and printed versions are the same. 

That said, the electronic medium offers enhanced oppor-
tunities for thesaurus design, maintenance, presentation and 
implementation, enabling interactive retrieval functions for 
the users as described in Section 3 above. To exploit linked 
data and other semantic web applications, the electronic the-
saurus should be published on the web in the format of  the 
W3C standard SKOS Simple Knowledge Organization System Ref-
erence (see https://www.w3.org/TR/skos-reference/). ISO 
25964-2 (International Organization for Standardization 
2013) gives further advice on semantic interoperability be-
tween thesauri and other KOSs. Shiri (2012) discusses sev-
eral examples and offers guidelines for the design of  thesau-
rus-enhanced search interfaces. 
 
5.5 Multilingual vs monolingual thesauri 
 
All the stylistic variations described so far can apply to 
monolingual or to multilingual thesauri. The inclusion of  
more than one language is not just another variable—it 
makes a big difference to design, maintenance and use. 
Compare the illustration in Figure 2 with that in Figure 7, 
for a bilingual thesaurus (English/Spanish). The display il-
lustrated is for use by speakers of  English; an alternative, 
language-inverted display for speakers of  Spanish would 
show all the terms and relationships for that language.  

Multilingual thesauri can be subdivided into two 
types—symmetrical or not. In a symmetrical thesaurus, 
every concept has a preferred term in each of  the lan-
guages, and the scope and relational structure is identical 
in each. In a non-symmetrical thesaurus, not every concept 
need be represented in all the languages, and the hierar-
chical structure may vary from one language to another to 
accommodate cultural differences. See more discussion 
and examples in Working Group on Guidelines for Multi-
lingual Thesauri of  IFLA Classification and Indexing Sec-
tion (2009) and Hudon (2001). 
 
5.6 Macro- and micro-thesauri 
 
An original aim of  the OECD’s Macrothesaurus published 
in 1972 was to “create a documentary language for pro-
cessing information in the broad field of  economic and 
social development, while striving for compatibility with 
sectoral thesauri serving agriculture, industry, labour, edu-
cation, population, science, technology, culture communi-
cation, health and the environment” (Viet 1972, v). Both 
the name and the aim were popular, and so years later the 
term “macrothesaurus” with a small “m” was borrowed as 
a generic name for any broad-level thesaurus that either 
contains or is aligned with a number of  “microthesauri” 
having greater specificity in a more limited field. 

The normal situation according to Aitchison et al (2000, 
177) is for built-in compatibility, with the specialized “mi-
crothesaurus” being “mapped onto, and entirely integrated 
within, the hierarchical structure of  some broader thesau-
rus, the macrothesaurus.” They acknowledge, however, 
that sometimes the macrothesaurus is a separate entity, 
managed independently of  any corresponding microthe-
sauri. 

In practice, it is not easy to maintain alignment between 
specialized thesauri used by different communities, unless 
management is centralized. Among the successful exam-
ples today is EUROVOC, the Multilingual Thesaurus of  
the European Union, which is structured into twenty-one 
“domains,” each of  which is subdivided into a number of  
“microthesauri.” Concepts belong to more than one mi-
crothesaurus if  appropriate. Each microthesaurus con-
tains a hierarchically structured list of  concepts, terms and 
relationships, and can be downloaded separately (see and 
browse at http://eurovoc.europa.eu/drupal/). 
 
5.7 The search thesaurus 
 
The search thesaurus is one designed for use, not in index-
ing, but only at the search stage. (see more discussion in 
Aitchison et al (2000) and Lykke Nielsen (2004)). At first 
glance, this would not seem to make it very different. And 
indeed, sometimes a normal standards-compliant thesau- 
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rus is applied only at the search stage, and then described 
as a “search thesaurus.” 

A deeper study, however, reminds us of  the way a stand-
ard thesaurus is designed to work (ISO 25964-1, Clause 
4.1): “The concepts are represented by terms, and for each 
concept, one of  the possible representations is selected as 
the preferred term.” In the case of  the thesaurus shown in 
Figure 2, for example, an indexer would assign the term 
“pigs” to every item in the collection that deals with pigs 
or sows or hogs or porkers. The searcher would use only 
the term “pigs” to retrieve all these items. But if  the same 
tool was being used as a search thesaurus, indexing would 
not have taken place. The searcher would have to look for 
“pigs OR sows OR hogs OR porkers.” 

Thus, the notion of  a “preferred term” is inapplicable to 
a search thesaurus designed as such. Standards such as ISO 
25964 become irrelevant, allowing even greater freedom of  
content, style and structure. Lopez-Huertas (1997) proposes 
one example, structured very differently from the standard 
thesaurus. Another fully worked example is Knapp’s “The 
contemporary thesaurus of  social science terms and syno-
nyms” which attempts to remind readers of  many alterna-
tive ways of  expressing the same idea, using a layout quite 
different from the standard (see Figure 8). In practice, not 
many such works have been published. 

The converse of  the search thesaurus is the “indexing 
thesaurus,” to be used for indexing and not for search. 
While applications are sometimes found in which indexing 

pesticides 
 es: plaguicidas 
 UF: fumigants 
 BT: agrochemicals 
 NT: fungicides 
  herbicides 
     insecticides 
 RT: pests 
 
pests 
 es: plagas 
 NT: pest insects 
  plant pests 
 RT: pesticides 
 
pigs 
 es: cerdos 
 UF: hogs 
  porkers 
  sows 
 BT: livestock 
 
plant pests 
 es: plagas de plantas 
 BT: pests 
 

plant products 
 es: productos de origen vegetal 
 NT: cereals 
  fruits 
  spices 
  vegetables 
 RT: plants 
 
plants 
 es: plantas 
 RT: plant products 
 
porkers 
 USE: pigs 
 
poultry 
 es: aves de corral 
 BT: livestock 
 NT: chickens 
  ducks 
  geese 
  turkeys 
 RT: eggs 
 
sheep 
 es: ovinos 
 BT: livestock 
 RT: wool 

Figure 7. Extract from one Alphabetical display of  a Spanish/English thesaurus. 

Pioneers. Pioneer(s). Early settler(s). Pilgrim(s). Frontiers(man,men). Backwoods(man,men). 
Early colonist(s). Homesteader(s). Early immigrant(s). Consider also: discoverer(s), explorer(s), 
pathfinder(s), scout(s), trailblazer(s), leader(s). See also: Explorers; Pioneering; Scientists. 

Figure 8. Sample entry from Knapp’s search thesaurus (Knapp 1993). 
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is enhanced automatically with the help of  a thesaurus, a 
standard thesaurus is usually applied, rather than one de-
signed for indexing alone. 
 
6.0 Performance and evaluation 
 
While the criteria presented by Mader and Haslhofer 
(2015) apply to a range of  KOSs and not specifically the-
sauri, they do help evaluate interoperability in the context 
of  SKOS use, for any controlled vocabulary. Much earlier, 
Owens and Cochrane (2004) described four approaches—
structural, formative, observational and comparative—to 
thesaurus evaluation. None of  these directly measures the 
effectiveness with which a thesaurus succeeds in the pur-
pose for which it was intended—retrieving information. 
Such a measure is difficult if  not impossible to devise, 
partly because the thesaurus is only one of  several compo-
nents in the retrieval system, and partly because there are 
so many variables in the context of  use. Lengthy experi-
ments in the 1960s and 1970s studied the effects on preci-
sion and recall as different features of  indexing languages 
were tested, but ultimately failed to provide conclusive 
support for the use of  any controlled vocabulary (Keen 
1973; Soergel 1994; Svenonius 1986; Dextre Clarke 2001). 
Despite efforts over many years, we still do not have de-
finitive proof  that development and use of  a thesaurus is 
a worthwhile investment. Dextre Clarke (2016) provides 
an account of  the continuing debate. 

The long debate was highlighted at an event run by the 
UK Chapter of  ISKO in February 2015 (see proceedings 
at http://www.iskouk.org/content/great-debate), with a 
subsequent special issue of  Knowledge Organization (v. 43, 
no.3 2016) devoted wholly to questioning the future of  
thesauri. Despite reservations expressed by Hjørland 
(2016), that depiction of  the future makes it clear the con-
text of  KOS use is changing, and the thesaurus evolving 
to occupy new roles and opportunities. Although quanti-
tative proof  of  efficacy may be lacking, there is plenty of  
qualitative evidence of  thesauri prospering and supporting 
users in some key areas of  a changing environment. Modes 
of  evaluation may have to adapt to reflect the new context. 
 
7.0 The future of  thesauri 
 
The thesaurus as conceived by the current national and in-
ternational standards is still based on the assumption “that 
human intellect is usually involved in the selection of  in-
dexing terms and in the selection of  search terms. If  both 
the indexer and the searcher are guided to choose the same 
term for the same concept, then relevant documents will 
be retrieved. This is the main principle underlying thesau-
rus design” (ISO 25964-1, Introduction vi). Nowadays, op-
portunities to apply the thesaurus may shrink because the 

trained indexer and searcher are increasingly scarce. End-
users are largely unaware of  thesauri (this is confirmed, for 
example, by Greenberg (2004)); trained indexers and 
searchers are usually deemed unaffordable. Areas where 
the thesaurus seems most likely to survive and flourish in-
clude: 
 
– Applications where no other IR technology is effective 

(e.g. indexing of  still images) 
– Applications with an income to pay the costs of  index-

ing and thesaurus maintenance (e.g. profitable biblio-
graphic databases) 

– Applications with new benefits to spread the costs over 
more outcomes (e.g., via linked data and/or mapping 
services) 

– Enhanced implementation behind the scenes, so that 
users get the benefits without the discomforts of  look-
up (e.g., with automatic–aided indexing); 

– Evolved or hybrid KOSs, with new characteristics that 
are now in demand (e.g., by incorporation of  domain-
specific relationships). 

 
Examples of  developments like these may be found in the 
special issue of  Knowledge Organization (2016) mentioned 
above and in Shiri (2012). 

Simultaneously as true thesauri still thrive in the types 
of  application just listed, a parallel future may lie in their 
gradual transformation under the banner “taxonomy.” 
This term, long applied to the practice and science of  clas-
sification and especially the Linnaean classification of  bio-
logical organisms, has been widely applied since the 1990s 
to a variety of  KOSs found in electronic media. Applica-
tions include corporate intranets, online retail sales outlets, 
digital libraries, public sector advice websites, as well as dis-
placement of  the thesaurus in some of  its traditional oc-
cupations. White (2016) points to the value of  KO tools 
and techniques in some of  these contexts. 

There’s still little uniformity among the “taxonomies” 
being developed for such applications, which may be sim-
ple heading lists, or may be complex hybrids that combine 
features from thesauri, traditional classification schemes, 
faceted schemes, ontologies and other types of  KOS. In 
comparison with the widespread adoption of  web search 
engines, their value is barely recognized. But there certainly 
is a very large need and opportunity for the principles of  
knowledge organization to be applied towards helping mil-
lions of  workers in the knowledge society to find infor-
mation resources of  all kinds. The names we shall find for 
the emerging hybrid vocabularies are hard to predict, but 
we can safely say that the thesaurus will pass some of  its 
genes into new tools for searching the cyberworld to come.  
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8.0 Further reading 
 
Full details of  the publications in this list may be found in 
the references, listed at the end of  this article. 
 
a) Useful registers of  thesauri (among other types of  KOS) 
may be found in the Basel Register of  Thesauri, Ontolo-
gies & Classifications at www.BARTOC.org and the Tax-
onomy Warehouse at <taxonomywarehouse.com>. The 
latter site also lists relevant events, blogs, publishers and 
links to some associated products such as software. 
 
b) Two guides to thesaurus construction are recom-
mended: 
 
– Aitchison, Jean, Alan Gilchrist and David Bawden 

(2000) Thesaurus construction and use: a practical manual.  
– Broughton, Vanda (2006) Essential thesaurus construction.  
 
The first of  these also carries an extensive bibliography. 
Both guides draw heavily on the then current national and 
international standards for thesauri: ISO 2788, ISO 5964, 
BS8723 and ANSI/NISO Z39.19 (of  which the first three 
have since been withdrawn, superseded by ISO 25964).  
 
c) Specialist software is needed for thesaurus construction 
and maintenance. While ISO 25964-1 and ANSI/NISO 
Z39.19 both advise on the functionality required, see also 
the following article and its list of  references: 
 
– Will, Leonard (2010) “Thesaurus Management Software.”  
 
d) A special issue of  Cataloging & Classification Quarterly 
(Roe and Thomas 2004) was devoted to “The thesaurus: 
review, renaissance and revision,” in which all the articles 
have useful reference lists. Contents include: 
 
– Aitchison and Dextre Clarke (2004) “The thesaurus: a 

historical viewpoint, with a look to the future.”  
– Greenberg (2004) “User comprehension and searching 

with information retrieval thesauri.”  
– Johnson (2004) “Distributed thesaurus web services.”  
– Landry (2004) “Multilingual subject access: the linking 

approach of  MACS.” 
– Lykke Nielsen (2004) “Thesaurus construction: key is-

sues and selected readings.” 
– Owens and Cochrane (2004) “Thesaurus evaluation.”  
– Riesland (2004) “Tools of  the Trade: Vocabulary Man-

agement Software.”  
– Shearer (2004) “A practical exercise in building a The-

saurus.”  
– Thomas (2004) “Teach yourself  thesaurus: Exercises, 

readings, resources.”  

– Will (2004) “Thesaurus consultancy.”  
 
e) A special issue of  Knowledge Organization (v. 43, no. 3 
2016) was devoted to a continuation of  the ISKO-UK de-
bate “This house believes that the traditional thesaurus has 
no place in modern information retrieval.” All the articles 
have useful reference lists. Contents include: 
 
– Dextre Clarke (2016) “Origins and trajectory of  the 

long thesaurus debate.”  
– Dextre Clarke and Vernau (2016a) “Guest editorial: the 

thesaurus debate continues.”  
– Dextre Clarke and Vernau (2016b) “Questions and an-

swers on current developments inspired by the thesau-
rus tradition.” 

– Garcia-Marco (2016) “Enhancing the visibility and rel-
evance of  thesauri in the Web: searching for a hub in 
the linked data environment.”  

– Hjørland (2016) “Does the traditional thesaurus have a 
place in modern information retrieval?”  

– Kempf  and Neubert (2016) “The role of  thesauri in an 
open Web: a case study of  the STW Thesaurus for Eco-
nomics.”  

– MacFarlane (2016) “Knowledge Organisation and its 
role in multimedia information retrieval.”  

– Tudhope and Binding (2016) “Still quite popular after 
all those years - the continued relevance of  the infor-
mation retrieval thesaurus.”  

– White (2016) “The value of  taxonomies, thesauri and 
metadata in enterprise search.”  

 
f) The interest group NKOS (Networked Knowledge Or-
ganization Systems/Services/Structures) runs projects 
and activities enabling all sorts of  KOS as networked in-
teractive information services, especially through the inter-
net. On its website at <nkos.slis.kent.edu> are links to 
many relevant publications and the proceedings of  past 
events. The presentations from the NKOS workshops in 
USA and Europe are especially helpful in pointing to the 
future of  thesauri and other KOSs. For an overview, see 
Tudhope and Lykke Nielsen 2006. 
 
Notes 
 
1.  “Information retrieval” is used here broadly to mean 

“the activity of  obtaining information resources rele-
vant to an information need from one or more collec-
tions of  information resources” (definition adapted 
from Wikipedia). It is not limited to use in systems held 
on computer.  

2.  As explained on the W3C (World Wide Web Consor-
tium) website, “SKOS [Simple Knowledge Organiza-
tion Systems] is an area of  work developing specifica- 
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tions and standards to support the use of  knowledge 
organization systems (KOS) such as thesauri, classifica-
tion schemes, subject heading systems and taxonomies 
within the framework of  the Semantic Web.” A key 
product of  this programme is the SKOS Simple Knowledge 
Organization System Reference (Miles and Bechhofer 2009), 
a common data model for sharing and linking 
knowledge organization systems via the web. Develop-
ment work on this specification took place around the 
same time as the development of  BS 8723 and ISO 
25964, with regular communication between the corre-
sponding teams, so that a high degree of  compatibility 
was achieved. The main difference between them can 
be summarized as follows: While ISO 25964-1 serves as 
a standard for construction of  thesauri, SKOS is a 
standard for publishing thesauri and other types of  
KOS on the web. Likewise, ISO 25964-2 recommends 
the sort of  mappings that can be established between 
one KOS and another; SKOS presents a way of  ex-
pressing these when published to the web. 

The data models of  these two standards are not 
identical, because ISO 25964 must provide for the 
needs of  all sorts of  thesauri (whether for web use or 
for other applications) while SKOS [29] must provide 
for all sorts of  KOS (including classification schemes 
and many others that do not comply with ISO 25964). 
Good alignment between the two made possible a set 
of  correspondences <ISO25964-SKOSXL-MADS-
2013-12-11.pdf> between components of  the data 
models, developed by the same teams of  authors. 
Where the basic SKOS data model lacked a construct 
corresponding to a feature of  the ISO 25964 model, the 
SKOS-XL <www.w3.org/TR/skos-reference/skos-xl. 
html> model was used, supplemented by additional 
proposals where necessary. Care was taken to avoid in-
compatibility with another project to align SKOS with 
MADS www.loc.gov/standards/mads/. Based on the 
documented correspondence table, an RDF schema 
that provides a machine-readable version for these 
mappings as well as for the elements from the ISO 
25964 model was developed and made available at 
http://purl.org/iso25964/skos-thes. At the time of  
writing (July 2017), this latter site is unavailable but 
work is in hand to restore it. More background on all 
the above developments is provided at <www. 
niso.org/schemas/iso25964/#skos>. 

It should be noted that exploitation of  these interop-
erability standards and opportunities demands skill and 
attention to detail. Some practical examples and cau-
tionary tales are provided in De Smedt (2012) and Lin-
denthal (2012). 

3.  The American standard ANSI/NISO Z39.19 and the 
International standard ISO 25964 are broadly aligned. 
Here are some key points of  similarity or difference: 

 
– The latest version of  Z39.19 is a single document, is-

sued in 2005 and reaffirmed in 2010; whereas ISO 
25964 is a two-part standard, of  which the first part 
(ISO 25964-1) was issued in 2011 and confirmed in 
2017 while the second (ISO 25964-2) was issued in 
2013. 

– The scope of  Z39.19 is broadly comparable with that 
of  ISO 25964-1, but Z39.19 covers several types of  
monolingual controlled vocabulary—lists of  controlled 
terms, synonym rings, taxonomies and thesauri—while 
ISO 25964-1 deals only with thesauri, both monolin-
gual and multilingual. 

– ISO 25964-1 provides a data model but Z39.19 does 
not 

– The whole of  ISO 25964-2 (ninety-nine pages) deals 
with interoperability between thesauri and other types 
of  KOS, including classification schemes, taxonomies, 
subject heading schemes, ontologies, terminologies, 
name authority lists and synonym rings. The treatment 
of  interoperability in Z39.19 is contained in one clause 
of  eight pages (plus a five-page appendix), in which 
multilingual thesauri are treated as a special case of  in-
teroperability. 

– Z39.19 may be downloaded free of  charge from the 
NISO website, whereas each part of  ISO 25964 cur-
rently (2017) costs 198 Swiss francs, from the ISO store. 

 
 In view of  the relatively wider scope of  ISO 25964 in 

respect of  thesauri, including in-depth treatment of  in-
teroperability and provision of  a data model, it has been 
referenced more often than Z39.19 in this article. 
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1.0 Introduction to the Three Kingdom System 
 
This article introduces a classification system of  celestial 
objects developed by the author. In contrast to biology, 
physics and chemistry, and despite a long and distinguished 
history of  classifying specific objects such as stars and gal-
axies, astronomy lacks a comprehensive classification sys-
tem for what has become a veritable celestial zoo. What 
would such a system look like, and based on what princi-
ples? Here we present a system devised for pedagogic use 
over the last several decades (Figure 1) but that will also be 
useful for scientific purposes. This so-called “Three King-
dom” system begins with the three “kingdoms” of  planets, 
stars and galaxies, stipulates six “families” for each king-
dom, and distinguishes eighty-two distinct “classes” of  as-
tronomical objects. Like biology, it is hierarchical, extend-
ing from kingdom to family to class, with the possible ex-
tension to further categories lower in the hierarchy such as 
type and subtype. As in biological classification it occasion- 

ally adds an intermediate subfamily level wherever useful. 
With the benefit of  hindsight, and with utility in mind, the 
system incorporates some classes as they have historically 
been defined, and adds others as they might be defined in 
a more coherent and consistent system.  

In constructing such a system, one immediately runs 
into the problem of  how to define the categories of  king-
dom, family and class. The three kingdoms adopted here 
(planets, stars, galaxies) are the three canonical divisions 
adopted in astronomy textbooks for almost a century, 
since it became clear that galaxies were indeed a separate 
realm from our Milky Way Galaxy, as determined by the 
American astronomer Edwin Hubble in the early 1920s. 
For each kingdom, six astronomical families are delineated, 
based on the object’s origin (proto-), location (circum- and 
inter-), subsidiary status (sub-) and tendency to form sys-
tems (systems), in addition to the “central” family (planet, 
star or galaxy) with respect to which the other families are 
defined. These considerations give rise to astronomy’s 
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eighteen families, and the symmetry of  the six families of  
each kingdom reflects their physical basis in gravity’s ac-
tion in all three kingdoms.  

For a more general introduction to astronomical classi-
fication and its issues see Buta, Corwin et al. (2007), De-
Vorkin (1981), Dick (2013; 2018), Feigelson (2012), Gray 
and Corbally (2009), Morgan (1937; 1988), Morgan and 
Keenan (1973) and Sandage (2005).  
 
2.0 Defining astronomy’s eighty-two classes 
 
The Three Kingdom System contains eighty-two classes 
of  objects, as delineated in Figure 1.  

But this begs the question: How does one define a class 
of  astronomical objects? More specifically, how does one 
recognize a new class of  objects? We have tackled these 
questions in previous books, including Discovery and Classi-
fication in Astronomy: Controversy and Consensus (Dick 2013), 
and Classifying the Cosmos: How We Can Make Sense of  the Ce-
lestial Landscape (Dick 2018), in which the Three Kingdom 
System is laid out in full and the history and science of  
each class is described.  

One way of  approaching the question of  the definition 
of  class is by looking at history, where (exceptions like stars 
and galaxies notwithstanding) classification has often been 
ad hoc, haphazard and historically contingent on circum-
stance. If  astronomical history demonstrates anything, it is 
that the classification of  astronomical objects has been 
based on many characteristics, depending on the state of  
knowledge and the needs of  a particular community at the 
time. For example, planets could be divided according to 
their physical nature (terrestrial, gas giant and ice giants) or 
as the recent discovery of  planetary systems has taught us, 
by orbital characteristics (highly elliptical or circular), prox-
imity to their parent star (“hot Jupiters”) and so on. His-
torically, binary stars have often been classified by the 
method of  observation as visual, spectroscopic, eclipsing 
and astrometric, or (after more information became 
known) by the configuration or contents of  the system, 
such as a white dwarf  binary, or by the dominant wave-
length of  its electromagnetic radiation, as in an X-ray bi-
nary. While these overlapping systems have served astron-
omers well and illustrate how the same object may be clas-
sified in many ways, such designations are the source of  
much confusion among students, not to mention indeci-
pherable to the public. 

History also demonstrates that at the time of  discovery, 
by the very nature of  the problem, it is sometimes difficult 
to decide whether a new class of  object has been discov-
ered. Perhaps by analogy with the Earth’s moon, Galileo 
decided relatively quickly that the four objects he first saw 
circling Jupiter in 1610 were satellites, proof  that the moon 
was not unique, but a member of  a class of  circumplane- 

tary objects (even if  he did not speak in terms of  “class”). 
But the object he first saw surrounding Saturn was not at 
all obviously a ring, and awaited the interpretation of  
Christiaan Huygens more than forty years later. Even in 
the late twentieth-century it was not immediately evident 
that pulsars were neutron stars, or that quasars were active 
galactic nuclei, both qualifying in the end for new class sta-
tus. 

Inconsistency notwithstanding, the criterion that as-
tronomers have most often used in the astronomical liter-
ature for determining class status—and the one we adopt 
for the Three Kingdom system—is the physical nature of  
the object. In the planetary Kingdom, for example, rather 
than orbital characteristics, the definition of  planetary clas-
ses in our own solar system has been based on their phys-
ical characteristics as rocky, gaseous or icy in composition; 
pulsar planets have also been distinguished by being in-
ferred as physically very different again due to the extreme 
nature of  their environment and probable different origin. 
As we have noted, new classes of  planets will undoubtedly 
be uncovered as observations of  extrasolar planets pro-
gress, but thus far not enough is known about their physi-
cal nature to do so. Many of  the extrasolar planets discov-
ered so far are believed to be gas giants; many are close to 
their stars and thus called “hot Jupiters.” The first terres-
trial extrasolar planets have also been claimed, in the form 
of  “super-Earths” and the first rocky transiting system, 
known as CoRoT-7b.  

This history indicates that a comprehensive classifica-
tion system for astronomy can perhaps do no better than 
to use the typological definition of  “class” largely dis-
carded by biologists (Mayr 1988, 337): “membership in a 
class is determined strictly on the basis of  similarity, that 
is, on the possession of  certain characteristics shared by all 
and only members of  that class. In order to be included in 
a given class, items must share certain features which are 
the criteria of  membership or, as they are usually called, 
the ‘defining properties.’ Members of  a class can have 
more in common than the defining properties, but they 
need not. These other properties may be variable—an im-
portant point in connection with the problem of  whether 
or not classes may have a history.” 

But what is the unit of  classification for astronomy? For 
physics, it is elementary particles. For chemistry, it is the 
elements defined by atomic number in the Periodic Table. 
For biology, it is species at the macro level, giving rise to 
biology’s “five kingdoms,” still favored by some macrobi-
ologists, and genetic sequences of  16S ribosomal RNA at 
the molecular level, giving rise to Carl Woese’s “three do-
mains” of  Archaea, Bacteria and Eucarya—favored by 
most molecular biologists.1 For astronomy, the unit of  
classification adopted here is the astronomical object itself, 
and with some theoretical justification. For as strong and 
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weak forces are dominant in particle physics, and as the 
electromagnetic force is dominant in chemistry (except for 
nuclear chemistry), so in astronomy is it the weakest but 
most far-reaching force of  gravity that predominantly acts 
on and shapes these astronomical objects. Though other 
considerations such as hydrostatics and gas and radiation 
pressure come into play, gravity is the determining factor 
for the structure and organization of  planets, stars and gal-
axies, their families and classes of  objects. To put it another 
way, the strong interaction holds protons and neutrons to-
gether and allows atoms to exist; the electromagnetic in-
teraction holds atoms and molecules together and allows 
the Earth to exist; and the gravitational interaction holds 
astronomical bodies together and allows the solar system, 
stellar systems and galactic systems to exist.2 Gravity is 
thus a prime candidate—the one adopted here—to serve 
as the chief  organizing principle for a comprehensive clas-
sification system for all astronomical objects. 

Where does such a definition of  class lead in the con-
struction of  a classification system? In the “kingdom of  the 
stars,” stellar spectra were first classified on what turned out 

to be a temperature sequence, a system devised at Harvard 
in the late nineteenth-century with its familiar O, B, A, F, G, 
K and M stars and so on. Spectra were later classified on a 
luminosity scale, devised at Yerkes Observatory in the 
1940s, the so-called MKK (Morgan-Keenan-Kellman) sys-
tem with its dwarfs, giants and supergiants.3 Which to 
choose to delineate “classes” for stars in a more comprehen-
sive system for astronomical objects? We have adopted the 
Yerkes/MKK system (now known as the MK system) as a 
more evolved two-dimensional system based on spectral 
lines sensitive not only to temperature, but also to surface 
gravity (g) and luminosity. As astronomers Richard Gray and 
Christopher Corbally recently put it in their magisterial vol-
ume Stellar Spectral Classification (2009, 10), in connection 
with the luminosity classes, “Stars readily wanted to be 
grouped according to gravity as well as according to temper-
ature, and this grouping could be done by criteria in their 
spectra.” The resulting luminosity classes (main sequence, 
subgiant, giant, bright giant and supergiant labeled from Ro-
man numeral V to I respectively), together with the stellar 
endpoint classes (supernova, white dwarf, neutron star and 

 

Figure 1. The Three Kingdom (3K) System. From Dick (2019, xx-xxi); reproduced with permission. 
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black hole) not only have significance in the evolutionary se-
quence but also have a real history of  discovery that can be 
uncovered. W. W. Morgan delineated these luminosity clas-
ses to begin with, because he realized each grouping of  stars 
formed a sequence of  near constant log g (surface gravity) 
(Gray and Corbally 2009, 9-10; Morgan 1937, 380 ff.). Thus, 
gravity as a sculpting force for stars was recognized already 
by the founders of  the MKK system as the dominating 
force for the luminosity classes.  

The choice of  luminosity for stellar classes does not 
subordinate the Harvard system of  spectral types. To the 
contrary, Harvard spectral types are still an integral part of  
the system. As the originators of  the Yerkes/MKK system 
argued, it is simply the case that their system contains more 
information and better represents the physical nature of  
stars, as astronomers gradually separated them (over the 
thirty years from 1910 to 1940) into supergiants, bright gi-
ants, giants and subgiants. In other words, since 1943 with 
the Yerkes/MKK system, modern astronomy has a formal 
two-dimensional temperature-luminosity system with dis- 
tinct classes, building on the Hertzsprung-Russell diagram, 

which was literally a two-dimensional plot of  temperatures 
versus luminosities when it was first constructed around 
1914. Both the Harvard and the Yerkes systems are repre-
sented in the full designation of  a star, as in Sirius (A1V) 
as a main sequence star with Harvard spectral type A1. 

Thus, choices for class status become more clear-cut 
once there is a guiding principle such as physical meaning, 
which goes to the heart of  Morgan’s quest for “the thing 
itself.” Again in the stellar kingdom, for the interstellar me-
dium instead of  “diffuse nebulae” (a morphological classi-
fication), classes in the Three Kingdom System are distin-
guished according to physical constitution of  the nebulae: 
gas (cool atomic neutral hydrogen, hot ionized hydrogen 
and molecular) and dust (reflection nebulae). These cate-
gories are used in astronomy and subsume classifications 
based on morphology that are historically contingent. In 
the galactic kingdom, galaxy morphologies (elliptical, len-
ticular, spiral, barred spiral and irregular) laid out by Edwin 
Hubble in the 1920s also reflect compositional differences 
(as Morgan’s galaxy classification system showed), so the 
principle of  physical meaningfulness still holds. 

 

Figure 1 (cont.) 
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3.0 Classification principles in the Three Kingdom 
System 

 
As we have stipulated, by definition kingdoms are delineated 
by the three central prototypes of  objects in the universe—
planets, stars and galaxies, as enshrined in canonical text-
books since the 1950s. Families are delineated by the various 
manifestations of  the gravitational force acting on astro-
nomical objects, e.g., protoplanetary, planetary, circumplan-
etary, subplanetary, interplanetary and systems. As in any 
classification system, there will be ambiguities of  placement 
in lower taxon levels. These can be mitigated by a system of  
classification principles. For the Three Kingdom System, 
these include the following when it comes to the determina-
tion of  classes and the placement of  objects in classes: 
 
1)  Classes are delineated based on the physical nature of  

the object, defined as physical composition wherever 
possible. 

2)  An object should always be placed in its most specific 
class. 

3)  To the extent possible, classes already in use are re-
tained, as in the luminosity classes of  the MK system 
and the Hubble classes for galaxies, supplemented by 
new knowledge.  

4)  The recommendations of  the International Astronom-
ical Union are followed; e.g., a dwarf  planet is not a class 
of  planet. 

5)  Potential, but unverified, classes are not included. 
 
Figure 1 shows the result of  applying these principles to 
astronomical objects. For those who do not recognize their 
favorite objects, it is likely because they exist at a taxo-
nomic level below that of  “class.” The plethora of  variable 
stars, for example, are not classes of  objects in this system, 
on the same level as giant and dwarf  stars and so on. Ra-
ther, they are types of  these stars that could be elaborated 
in a more complete system. 

It is important to emphasize that classification in as-
tronomy has similarities and differences with classification 
in biology, chemistry and physics. The most obvious dif-
ference between the classes (species) in biology and the 
classes in astronomy, at least as depicted in our Three 
Kingdom System, is the sheer number of  species. E. O. 
Wilson, the Harvard naturalist who is one of  the chroni-
clers of  the diversity of  life, has estimated that by 2009, 
150 years after Darwin’s Origin of  Species, some 1.8 million 
species had been discovered and described, out of  perhaps 
tens of  millions that now exist. And this does not include 
what Wilson (in a rare astronomical analogy employed in 
the domain of  biology) calls the “dark matter” of  the mi- 
croscopic universe, which could be tens or hundreds of  
millions of  species of  sub-visible organisms.4 

The number of  “species” or classes in astronomy is ob-
viously put to shame by the effusive and creative diversity 
of  biology, no matter how one defines class or what clas-
sification system one uses. In terms of  number, astron-
omy’s classes, at least as defined in the Three Kingdom 
System, are more comparable to elements in chemistry 
(ninety-three natural and fifteen artificial), or to the phyla 
(thirty-two) and classes (ninety) in just one of  Lynn 
Margulis’s five kingdoms (Animalia) of  biology, which con-
tains almost a million species by itself. Any such compari-
son depends not only on how one defines a class of  astro-
nomical objects, but also whether the classes as defined 
here in the Three Kingdom System are really analogous to 
species in the biological hierarchy of  classification, or to 
elements in the linear classification. That is also a matter 
of  definition, and in part a subjective matter based on re-
lation to higher and lower categories in the system. One 
can argue whether a giant star of  Luminosity Class III in 
the MK system should be called a class or a type, but one 
cannot argue that a particular member of  the class, a type 
of  giant star such as an RR Lyrae, for example, should be 
placed at a higher level in the system than the class of  
which it is a member. 

This classification exercise also illustrates a problem 
that astronomical taxonomy has in common with biologi-
cal taxonomy: classification characteristics do not neces-
sarily conform to evolutionary relationships. The class of  
giants as defined by the MK system definition was not pre-
cisely the same as the class of  giants that Henry Norris 
Russell declared about 1910, nor is it entirely coextensive 
with the evolutionary states of  the giant stars as known 
today. Russell’s definition (and the Mt. Wilson system) was 
based on size and luminosity, as determined by their dis-
tances and apparent magnitudes, which could be converted 
to luminosity. The MKK definition was based on spectros-
copy, in particular “line ratios” defined by standard stars. 
If  an unclassified star matched the standard in a spectro-
scopic sense, it became a member of  that class, such as a 
giant, without regard to its internal structure or evolution-
ary status. While luminosities and MK definitions are still 
used, today astrophysicists often think of  giant stars and 
other stellar classes in terms of  their evolutionary state, 
which for a giant is normally undergoing core helium fu-
sion, but varies depending on the star’s mass and where it 
stands in the spectral temperature sequence. Moreover, a 
particular class may be adjusted based on new data; in the 
early 1990s the Hipparcos satellite determined distances 
ten times more accurate than ground-based parallaxes, and 
correspondingly more accurate luminosities. The data 
showed that many of  the luminosities were in error, and in 
the post-Hipparcos, and now the Gaia spacecraft era, the 
modern concept of  a giant star (core helium fusion with 
shell hydrogen burning via the CNO cycle) is by no means 
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co-extensive with MK class III defined by spectral line ra-
tios. Nevertheless, the general classes of  stars remain, but 
with a broader definition than determined by the MK sys-
tem. 

In short, astronomical classes have evolved in a way 
analogous to biology, where “the way it looks” (the phe-
notype) was primary in the five kingdom classification em-
braced by zoologists, as opposed to the deeper structure 
based on genetic makeup (the genotype). But whereas in 
biology Woese’s “three domain” system caused an uproar 
in biology with its finding of  a completely new domain of  
life and different relationships for parts of  the classifica-
tion system, the classification of  stars by how they physi-
cally operate rather than by how they appear has thus far 
led to broader thinking with only minor adjustments.5 
 
4.0 Uses of  the system and future development 
 
A good classification system must not only be useful but 
should also lead to deeper understanding and advance its 
subject. The uses of  the Three Kingdom System are at 
least threefold, all of  which may potentially lead to deeper 
understanding for different audiences.  

First, for scientific purposes, as a comprehensive system 
for all astronomical objects based on consistent physical 
principles, the Three Kingdom System brings a consistent 
set of  classification principles to discussions such as the 
status of  Pluto as a planet. It suggests that the definition 
of  a planet should not be based primarily on hydrostatic 
equilibrium, or roundness, or dynamical considerations, 
but on physical constitution—just as stellar classification 
was based on consistent physical principles as determined 
by spectroscopy. Other criteria may indeed enter any clas-
sification decision, but they should be secondary. The 
Three Kingdom System thus brings consistency to astro-
nomical classification, and more clarity in making classifi-
cation decisions. In the process it might also, over the 
longer term, bring consistency to astronomical nomencla-
ture as far as taxa such as class and type are concerned.  

Secondly, again for scientific purposes, the symmetric 
structure of  the Three Kingdom System facilitates com-
parisons at three different scales. In the comparison of  
families across kingdoms, one can ask, for example, how 
the interplanetary, interstellar and intergalactic media com-
pare, and analyze what this tells us about the nature of  the 
cosmos. Similarly, for protoplanetary, protostellar and pro-
togalactic processes, and so on. Such comparisons are 
sometimes already made, but the Three Kingdom System 
cries out for such comparison in a systematic way. Com-
parisons of  classes across kingdoms may also prove en-
lightening. Planetary rings, stellar rings and galactic rings in 
the form of  stellar streams have much in common as bro-
ken up remains, but at vastly different scales and energies. 

Similarly, for planetary, stellar and galactic jets, or subga-
lactic, substellar and subplanetary objects. However, since 
the bedrock definition of  a class is that at least one repre-
sentative object must have been observed, we have not in-
cluded a class of  planetary jets, even though the discovery 
of  brown dwarf  jets in 2007 led to speculation that plane-
tary jets might exist during the accretion phase of  gas gi-
ants. Based on symmetry among families in the three king-
doms, we might also predict the existence of  such jets, as 
well as other objects. While some might argue that volcanic 
eruptions or water spouts from Europa or Enceladus 
might qualify as jets, this does not seem to me quite anal-
ogous to stellar and galactic jets formed by energetic pro-
cesses. But one could argue. 

Thirdly, there is an educational advantage for the teach-
ing of  astronomy. The Three Kingdom System allows stu-
dents to perceive immediately where an object fits in the 
scheme of  astronomical objects. In assessing a new dis-
covery, for example, whether the object is a type, class, 
family or kingdom should help a student to see its relative 
importance in the astronomical zoo. Thus, definitive proof  
of  a new kingdom in astronomy would be vastly more im-
portant than, say, a new type of  subgiant star. Moreover, 
the decision as to whether a particular class should be 
placed in a particular family can lead to fruitful discussion 
among students, and maybe even scientists. For example, 
the question of  whether a globular cluster is circumgalactic 
or not will lead students to realize that these objects are 
not found just surrounding the galaxy, but also within the 
galaxy, and so on. 

Finally, as new discoveries are made in astronomy the 
Three Kingdom System may well be elaborated. For the 
most part, the additions and revisions will be made at the 
class and type level, for example, as new classes of  planets 
are discovered, or new classes of  baryonic dark matter ob-
jects are revealed, or newly detected objects are analyzed 
such as the mysterious “G objects” at the center of  our 
galaxy that look like gas clouds but behave like stars (W. M. 
Keck Observatory 2018). It is not out of  the question that 
a new family could be added, though this seems unlikely 
given our definition of  family. At the kingdom level, sur-
prisingly, one can already glimpse a possible new entry: the 
universe itself  may be one of  a class of  objects in what has 
been called the multiverse. Because this is a kingdom that, 
so far, we have not seen, but only inferred from concepts 
like the anthropic principle, it has not been included in the 
Three Kingdom System at present. Only time will tell. 
More fundamentally we must always remember we are 
classifying baryonic objects composed of  protons, elec-
trons and neutrons, and that baryonic matter constitutes 
only 4.6 % of  the matter and energy content of  the uni-
verse. Non-baryonic dark matter is 23%, and dark energy 
(believed to be responsible for the accelerating universe) is 
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72%. But we have no idea what that dark matter and dark 
energy may be. Classification of  the objects that we know 
notwithstanding, plenty of  work remains for future astron-
omers based on what we do not yet know. 

Finally, it is essential to emphasize that because all clas-
ses and classification systems are socially constructed, the 
Three Kingdom System for astronomy is not the only sys-
tem that could be proposed. But in the end, like the other 
classification systems, its raison d’être and its staying power 
are dependent on its accuracy, simplicity and utility, both 
in scientific and pedagogical terms. Such features are an 
asset for astronomical classes and classification systems in 
general. 
 
Notes 
 
1.  On the “three domain” versus “five kingdom” contro-

versy in biology see especially Sapp (2009). On classifi-
cation in physics and chemistry see Gordin (2004), 
Pickering (1984) and Gell-Mann (1994).  

2.  Davies (2007), especially chapter 4. Isaac Asimov has 
made the same point in his popular books; for example, 
Asimov (1992, 263). 

3.  For more on these classification systems for stars see 
Dick (2013, chapter 4). A recent popular account of  the 
development of  the Harvard system is Sobel (2016).  

4.  Wilson (2010, xi). In 2011 a group of  biologists using a 
novel analysis estimated 8.7 million eukaryotic species 
exist, give or take a million. Eukaryotic species contain 
a nucleus, in contrast to prokaryotes. (Strain 2011).  

5.  Taxonomy has also evolved, see Mayr (1982, 145), for 
stages in classification, and microtaxonomy vs macro-
taxonomy. 
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1.0. Introduction 
 
Soil classification is a long-debated issue. The first scien-
tific version of  the soil classification system developed by 
Vasily Dokuchaev was published in 1886. In 1962, Muir 
assessed the situation with regard to soil classification as 
follows: “soil classification is still in an elementary stage of  
development.” Much time has passed since then, but one 
cannot say that the situation has changed fundamentally. 
Despite the fact that during this time a lot of  empirical 
data accumulated and modern computer technologies ap-
peared and were used, the transition to a qualitatively new 
stage in the development of  soil classification did not hap-
pen. Soil classification problems remain the same; they are 
still unresolved and relevant for discussion. The main 

problem is the creation of  a universal (that is, basic, uni-
fied, global, generally accepted) soil classification system 
(soil classification system hereinafter referred to as SCS). 
This was confirmed in 2010 at the 19th World Congress 
of  Soil Science, where, by decision of  the Council of  the 
International Union of  Soil Science (IUSS), a Working 
Group on Universal Soil Classification was officially estab-
lished (https://www.iuss.org/index.php?article_id=525). 
However, a universal SCS has not yet been created. 

In the present text I use contemporary theories of  clas-
sification (classiology1) (Frické 2016; Hjørland 2017; Mill 
1882; Parrochia 2017; Parrochia and Neuville 2013; 
Pokrovsky 2014; Rozhkov 2012; Rozova 1986; Subbotin 
2001) and the general systems theory (open system) ap-
proach (or, if  shortened, the systems approach2), developed 
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by Bertalanffy (1968). Examples of  attempts to apply the 
systems approach in natural science can be found in the 
works of  Chorley and Kennedy (1971), Juma (1999), 
Karpachevsky (1981, 240-245), Phillips (1998), and 
Solntsev (1981). Such an interdisciplinary approach allowed 
us to see the shortcomings of  the existing SCSs from an 
outside perspective and to propose the creation of  a new, 
fundamentally different SCS, namely the “soil-landscape 
classification system” (hereinafter referred to as SLCS). 

Officially recognized national and international and some 
so-called “underdeveloped” SCSs (or schemes) (Krasilnikov 
and Arnold 2009, 319) proposed by various soil scientists, 
which are interesting from a scientific point of  view are dis-
cussed here. However, I do not cover the history of  the de-
velopment of  these systems, since its detailed description 
can be found in many works, including the work of  Krasilni-
kov and Arnold (45-335). At the same time, the following 
SCSs are not the subject of  discussion: 1) narrow-focused, 
simple characterizations in which soils are divided using one 
criteria, for example, land use type, topography, age, parent 
materials, or color (Hartemink 2015, 131); 2) engineering 
(technical) used for practical purposes; 3) outdated and ex-
tinct; 4) folk; and, 5) numerical (quantitative) based on math-
ematical and statistical methods (pedometric approaches) 
(Hole and Hironaka 1960; Hughes et al. 2014; McBratney 
and Gruijter 1992; Parrochia 2017; Rayner 1966; Rozhkov 
2011; Verheyen et al. 2001). Numerical SCSs are excluded 
from consideration for the following reasons. First, they re-
late to a large, specific, and independent section of  soil clas-
sification and, therefore, require special attention. Secondly, 
the problem of  scientific classification cannot be solved 
with the help of  mathematical methods, since first of  all the 
theory of  classification should be developed (Rozova 1986, 
196). Moreover, the development of  a numerical soil classi-
fication is considered as an “auxiliary” and/or additional 
task in relation to the problem of  developing a genetic soil 
classification (Sokolov 2004, 185). However, what purposes 
are set for soil classification? 
 
2.0. Purposes of  soil classification 
 
There are scientific (theoretical, fundamental) and practical 
(applied) purposes of  soil classification. For example, Ar-
nold (2002) states: “Applied uses and scientific knowledge 
have both been major purposes of  soil classification.” The 
most frequently mentioned scientific purposes are: 
 
– Providing a common scientific language to facilitate the 

comparison, exchange, and extrapolation of  soil infor-
mation, results, and experience on agricultural and en-
vironmental issues among scientists by correlating and 
harmonizing officially recognized SCSs and unification 
of  soil nomenclature (Brevik et al. 2016; Cline 1949; De 

Bakker 1970; Hempel et al. 2013; IUSS Working Group 
WRB 2015, 5; Láng et al. 2013). 

– Improving the scientific understanding of  the genesis 
of  soils by reflecting the relationship between soils and 
the environment (Beckmann 1984; Cline 1949; De Bak-
ker 1970; Hartemink 2015; Kubiëna 1958; Muir 1962; 
Riecken 1963; Sokal 1974; Zonneveld 1959, quote ac-
cording to De Bakker 1970). 

– Identification and reflection of  the main stages of  soil 
formation and, on this basis, prediction of  their behav-
ior under different uses and management (Beckmann 
1984; Kellogg 1963; Kovda 1973, 377-428). 

– Discovery, display, and explanation of  the basic laws of  
soil formation (Basinski 1959; Smith 1965; Sokolov 
2004, 170). 

– Defining the soil science paradigm to indicate the path 
to the future development and progress of  soil science 
(Ibáñez and Boixadera 2002; Kiryushin 2011, 8). 

– Providing the basis for developing soil map legends (De 
Bakker 1970; IUSS Working Group WRB 2015, 12-21; 
Rozova 1986, 67). 

– Unification of  diagnosic methods and development of  
a methodology for the identification of  soils (Tyurin 
1957, quote according to Basinski 1959). 

 
Nevertheless, in spite of  these scientific purposes, the 
overwhelming majority of  officially recognized SCSs in de-
velopment had mainly practical purposes, first of  all, sup-
porting soil surveys (mapping) (Arnold 2002; Baruck et al. 
2016). For practical purposes, the already developed SCSs 
are used for inventory of  soils and solving applied prob-
lems in agriculture, land use, engineering, and environmen-
tal surveys, construction, operation of  roads, underground 
utilities, in the fields of  geology, hydrology, forestry, etc. 
(De Bakker 1970; Riecken 1963; Sokolov 2004, 171). Be-
fore proceeding to the analysis of  the unresolved issues of  
soil classification, discussed in soil science, let us dwell on 
the current state of  soil classification. 
 
3.0. The current state of  soil classification 
 
In 2001, Langohr characterized the state of  soil classifica-
tion as follows: it has a poor reputation and is often called 
useless because of  too many classification systems chang-
ing too often, containing too many characteristics, requir-
ing too complex data, having too complicated terminol-
ogy, and not having common accurate soil names. In 2012, 
Rozhkov drew attention to the weak theoretical base of  
SCSs: “The existing soil classification systems do not com-
pletely satisfy the principles of  classiology. The violation 
of  logical basis, poor structuring, low integrity, and inade-
quate level of  formalization make these systems verbal 
schemes rather than classification systems sensu stricto.” 
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It can be said that little has changed since then. At the same 
time, it is encouraging that there is a growing desire to 
change the situation and make progress in soil classifica-
tion (Brevik et al. 2016; Hempel et al. 2013; Ibáñez and 
Boixadera 2002; Nikiforova and Fleis 2018; Sokolov 2004, 
170). The priority is to create a universal SCS, which is con-
sidered a challenge due to the continuous nature, extreme 
complexity and high spatial variability of  soils, as well as 
due to the wide variety of  soil-forming factors and incom-
plete soil data (Fridland 1986, 9; Heuvelink and Webster 
2001; Ibáñez and Boixadera 2002). 

The continuous nature and transitional forms of  soils 
and the impossibility of  unambiguously attributing them to 
a particular class (Rozova 1986, 97) create difficulties in soil 
classification. It should be said that this problem is acute not 
only in soil science, but also, for example, in geobotany and 
petrography (96). There are different points of  view on how 
to solve this dilemma, but we will focus on the philosophical 
ones. To begin with, according to Rozova (95-96), “formal-
logical criteria for good classification require a clear defini-
tion of  the boundaries between classes of  objects” and “if  
this condition cannot be met, the classification procedure 
cannot be implemented either.” At the same time, philoso-
phy does not give a definite answer how to establish these 
boundaries. On the one hand, in order to do this, it is pro-
posed to get rid of  intermediate classes in the process of  
building a classification system, thereby ignoring the transi-
tional forms of  objects (97). On the other hand, “in a situa-
tion when it is necessary to theoretically ‘grasp’ the develop-
ment of  an ‘object,’ the transitional forms should be sepa-
rated into special independent classes.” In general, philoso-
phers conclude that the concept of  a continuum of  objects 
does not deny the possibility of  their classification (see Ro-
zova 1986, 156). 

The situation is complicated by a misunderstanding of  
what classification is and what is the difference between the 
terms classification, classifying, and classification system 
(Ibáñez and Boixadera 2002; Rozova 1986, 194; Sokal 1974). 
For example, classification is often confused with classifying 
and is understood as the allocation of  soils in accordance 
with a specific classification system (IUSS Working Group 
WRB 2015, 13). It can also be understood as the arranging 
of  soils into classes for a specific (scientific, environmental, 
engineering, agronomic) purpose (Jones et al. 2005, 25) and 
as combining soils with similar properties into groups (Nagy 
et al. 2016). In this article, the term classification refers to 
the logical division of  a set into subsets (disjoined classes 
and subclasses), whereas the term classifying to the identifi-
cation of  objects in accordance with the already developed 
classification systems. An example of  such an understand-
ing of  classification and classifying in soil science is the 
statement by Sokolov (2004, 177). He stresses that there is a 
need of  “a clear understanding of  the differences between 

the development of  classification and the identification of  
objects in accordance with the classification system already 
prepared.” In addition, the terms classification and classifi-
cation system, on the one hand, and mapping, zoning and 
map legend, on the other hand, are also often misunder-
stood and are used as synonyms (Krasilnikov, Martí, Arnold 
and Shoba 2009, 3; Narayanan et al. 1992), although the for-
mer are the basis for the latter (Avery 1973; Buol et al. 1980, 
343; 345; De Bakker 1970; Rozova 1986, 67; Schelling 1970; 
Subbotin 2001, 59). 

Soil classification problems are mainly associated with a 
lack of  theoretical justification (Ibáñez and Boixadera 2002; 
Rozova 1986, 196; Sokolov 2004, 165). However, most cur-
rent publications on soil classification are devoted to other 
topics, namely: 
 
– History of  creation and description of  SCSs (Anderson 

and Smith 2011; Gennadiyev and Gerasimova 1996; 
Isbell 1992; Krasilnikov, Martí, Arnold and Shoba 2009; 
Paton and Humphreys 2007; Simonson 1989). 

– Comparison and correlation (or harmonization) of  
SCSs (Hughes et al. 2017; 2018; Gerasimova and Khit-
rov 2012; Krasilnikov, Martí, Arnold and Shoba 2009; 
Lebedeva et al. 1999; Mazhitova et al. 1994; Michéli 
2008; Murashkina et al. 2005; Shi et al. 2010; Shoba 
2002; Zádorová and Penížek 2011). 

– Diagnostics and classifying of  soils (Deressa et al. 2018; 
Gobin et al. 2000; Lebedeva and Gerasimova 2012). 

– Technological and mathematical (statistical) methods 
of  classification and classifying of  soils, as well as of  
revising, updating, and improving of  the current SCSs 
(Da Silva et al. 2014; Hartemink and Minasny 2014; 
Hempel et al. 2013; Nagy et al. 2016; Ogen et al. 2017; 
Teng et al. 2018; Vasques et al. 2014). 

 
4.0 Unresolved issues of  soil classification 
 
In this section, the following unresolved issues of  soil clas-
sification, which are discussed in soil science, are covered: 
is a single universal SCS required, what definition of  soils 
should be the basis for a universal SCS, what is the basic 
unit (minimal object with homogeneous properties) of  soil 
classification (hereinafter referred to as BUSC), should 
SCSs be genetic or morphological, what is genetic soil clas-
sification, what type and method of  constructing SCSs is 
more fruitful, and how to make SCSs evolutionary. 
 
4.1  Is a single universal soilclassification system  

required? 
 
There are two main points of  view on the need for a single 
universal SCS. The first point of  view is that there should 
be different SCSs for different purposes (Cline 1962; Ibáñez 
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and Boixadera 2002), and the second point of  view is that 
there should be one SCS, which serves as the basis for prac-
tical (applied) SCSs (Fridland 1986, 6; Sokolov 2004, 166). 
In defense of  the second point of  view, Fridland (1986, 6) 
emphasizes that a basic SCS should provide the basis for the 
integrity of  soil science through a common language and 
the most effective use of  results of  soil science in other sci-
ences and in practice. At the same time, Rozova (1986, 215), 
based on her philosophical position, believes that in the fu-
ture, a unified system of  a fundamental and applied nature 
may emerge. 
 
4.2  What definition of  soils should be the basis  

for their classification? 
 
It is widely recognized that classification without a precise 
definition of  its object is impossible. Dokuchaev, com-
monly regarded as the founder of  soil science, gave the 
first scientific definition of  soils. However, as evidenced 
by the constant appearance of  old and new definitions, 
there is the need to improve Dokuchaev’s definition or 
give another one. For example, in a recent study, Harte-
mink (2015) analyzes eighty-one definitions of  soils and 
suggests another. However, these new definitions, in con-
trast to Dokuchaev’s one, for the most part only list the 
diagnostic properties of  soils, leaving their essential char-
acter without proper attention. Their essential nature lies 
in their duality—on the one hand, the soils are independ-
ent natural bodies (that is, systems), and on the other hand 
they are the result of  the interaction and interrelationship 
of  soil-forming factors (that is, elements of  systems). As 
an example, we give the definitions of  soils presented in 
the explanatory notes to the “world reference base for soil 
resources” (WRB), the U.S. soil taxonomy and Russian soil 
classification system: 
 
– For WRB, soil is: any material within two meters of  the 

Earth’s surface that is in contact with the atmosphere, 
excluding living organisms, areas with continuous ice 
not covered by other material, and bodies of  water 
deeper than two meters. The definition includes contin-
uous rock, paved urban soils, soils of  industrial areas, 
cave soils as well as subaqueous soils. Soils under con-
tinuous rock, except those that occur in caves, are gen-
erally not considered for classification. In special cases, 
the WRB may be used to classify soils under rock, for 
example for palaeopedological reconstruction of  the 
environment. (IUSS Working Group WRB 2015, 4) 

– For “U.S. Soil Taxonomy” (Soil Survey Staff  1999): 
“Soil … is a natural body comprised of  solids (minerals 
and organic matter), liquid, and gases that occurs on the 
land surface, occupies space, and is characterized by one 
or both of  the following: horizons, or layers, that are 

distinguishable from the initial material as a result of  
additions, losses, transfers, and transformations of  en-
ergy and matter or the ability to support rooted plants 
in a natural environment.”  

– For the Russian soil classification system (Shishov et al. 
2004): “The soil is a natural or natural-anthropogenic 
solid-phase body, exposed on the land surface, formed 
as a result of  long-term interaction of  the processes 
leading to the differentiation of  the original mineral and 
organic material into horizons.”  

 
It should be recalled that there are two main versions of  
the definition of  soils proposed by Dokuchaev, which have 
a similar first part (namely, the soil is an independent nat-
ural body) and are distinguished by their second part. 
These two parts of  the definition reflect the dual nature 
of  the soil. The second part of  the well-known first ver-
sion, which is commonly used every day: “Each soil is the 
product of  the aggregate activity of  parent material, cli-
mate, vegetation, and topography” (Dokuchaev 1879, 1). 
This second part of  the first version varies in other works 
of  Dokuchaev, since he returned to it many times over 
many years. Much more rarely is this second part used, 
namely: soils are “those daily or outward horizons of  rocks 
… which are more or less changed naturally by the com-
mon effect of  water, air and various kinds of  living and 
dead organisms” (Dokuchaev 1886, 227). A comparison 
of  these second parts of  the two versions of  the definition 
shows that, unlike the second part of  the first version, the 
second part of  the second version corresponds to the sys-
tems approach, despite the fact that it does not use its ter-
minology (Nikiforova and Fleis 2018). However, at pre-
sent, only the first part of  Dokuchaev’s definition is used 
as the basis for soil classification, while the second is either 
not used at all, or its use is only declared (see Buol et al. 
1980, 17; 320; Florea 2012; Lebedeva and Gerasimova 
2009). For example, Jenny (1941, 1-21) draws attention to 
the fact that most soil scientists deal only with the soil as 
such (that is, with the soil as an independent natural body), 
but not with the soil as a part of  a wider system, namely 
the natural landscape or the environment,” however, “of-
ten it is not sufficiently realized that the boundary between 
soil and environment is artificial.” In turn, Karpachevsky 
(1981) expresses the following view: “An analysis of  the 
soil definition given by V.V. Dokuchaev shows that alt-
hough soil is a special natural body … it should always be 
considered as a subsystem of  the other natural systems. 
There is no soil out of  these systems. This provision, ex-
plicitly or implicitly, normally provides the foundation of  
all scientific researches of  soils.” Fridland (1986, 9) con-
siders the relationship of  soils with soil formation factors 
to be their main property. However, it is the second version 
of  the definition of  Dokuchaev, which is currently used to 
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study the landscape in Russia. Moreover, mainly because 
of  this version, Dokuchaev is considered to be the founder 
of  Russian landscape science, despite the fact that he never 
used the term landscape in his works. 

The definition of  soils affects the set of  objects that are 
proposed for inclusion in SCSs. For example, in addition 
to natural terrestrial soils, it is proposed to include in SCSs: 
1) regolith and groundwater, which together with the soil 
form an integrated natural body that supports life on Earth 
(see Krasilnikov and Arnold 2009, 329); 2) superficial fria-
ble rocks, redeposited and artificially accumulated soils, as 
well as underwater bottom formations located at a shallow 
depth and serving as a substrate for green plants (Fridland 
1986, 8-9); and, 3) all exogenous bodies characterized by 
fertility, since they are genetically related to soils by gradual 
transitions, perform biospheric ecological functions of  
soils, and are objects of  economic activity, cartography, 
and accounting (Sokolov 1991). 
 
4.3. What is the basic unit of  soil classification? 
 
The definition of  soils and BUSCs are usuallly considered 
as different tasks. The following are often referred to as 
such BUSCs: prisms of  a certain section, soil individuals, 
pedons, polypedons, soil profiles, solums, three-dimen-
sional natural bodies, etc. Moreover, each of  these BUSCs 
can have different content (AFES 1998; Avery 1973; Buol 
et al. 1980, 17; Ibáñez and Boixadera 2002; Krasilnikov, 
Martí and Arnold 2009, 16; Sokolov 1978; 2004, 175). 
Fridland (1986, 9) names the following requirements to 
BUSCs: they must: 1) not depend on any classification sys-
tem; 2) be sufficiently homogeneous, indivisible within 
classification (this should be controlled by the disappear-
ance of  their connection with the soil-forming factors); 
and, 3) be three-dimensional bodies. At the same time, ac-
cording to Sokolov (2004, 176), the declared BUSCs 
should not affect the result of  the classification process 
and the true BUSCs are, as a rule, soil images and natural 
laws of  soil formation. 
 
4.4  Should soil classification systems be genetic  

or morphological? 
 
To begin with, in philosophy and science, including soil 
science, there is no generally accepted concept of  genetic 
classification, and the term genetic classification can be un-
derstood differently (Krasilnikov, Martí and Arnold 2009, 
11; Rozova 1986, 59). As a result, in soil science, the con-
cepts of  genetic and morphological classifications are of-
ten replaced by each other (Nikiforova et al. 2019). There-
fore, we need to clarify what this term means. In soil sci-
ence, the term genetic classification refers to a classifica-
tion in which modern soils are divided according to soil 

formation conditions (or soil-forming factors), which de-
termine the genesis and properties of  soils. At the same 
time, the term genetic classification system refers to a clas-
sification system that reflects these soil formation condi-
tions. 

There are two main opposite approaches to soil classi-
fication: morphological, that is, focused on the diagnostic 
properties of  soils and, above all, diagnostic horizons 
(Bridges 1990), and genetic, of  which the former became 
dominant (Hartemink 2015). On the one hand, compared 
to morphological ones, genetic classification systems pro-
vide a deeper understanding of  the genesis of  the classifi-
cation objects and a forecast of  possible changes in them 
(Dupré 2006, 31, quote according to Hjørland 2017, 108). 
Here is what Kubiëna writes in this connection: “the 
knowledge of  the genesis of  a property is very important 
in systematics since only by this can a property or a unit of  
properties be fully known and understood … describing 
things in nature without any efforts to understand them 
means only a beginning of  science, not science itself ” (Ku-
biëna 1958). On the other hand, it is widely believed that 
the soil genesis can be reflected in SCSs both directly 
(through the soil-forming factors or landscape features) 
and indirectly, in a “hidden” form (through the diagnostic 
soil properties) (Basinski 1959; Smith 1983; Lebedeva and 
Gerasimova 2009; Rozanov 1982). Moreover, indirect re-
flection is usually considered more correct due to the wide-
spread notion that soils should be classified as such, re-
gardless of  the soil-forming factors, that is, in the same 
way as other natural objects (IUSS Working Group WRB 
2015, 4; Leeper 1952); otherwise, instead of  soils, more 
general concepts, such as landscapes, geobiocenoses, and 
ecosystems, will be classified (Beckmann 1984; Sokolov 
1978). 

As another argument against genetic soil classification, 
the fact is advanced that soils reflect not only current soil 
formation conditions, but also past ones, due to which the 
dependence of  soil properties on soil-forming factors is 
not always linear (Krasilnikov, Martí and Arnold 2009, 10; 
Phillips 1996; Targulian and Goryachkin 2004). Finally, the 
genesis of  soils is considered to be based on implicit 
knowledge and, therefore, a shaky basis for soil classifica-
tion (Nachtergaele et al. 2002). As a result, today SCSs 
based on grouping soil profiles as combinations of  diag-
nostic horizons are considered as genetic (Krasilnikov, 
Martí and Arnold 2009, 11-12). 

The refusal to include soil formation conditions in a 
SCS is connected, in our opinion, with the unwillingness 
to mix genetic (landscape) features with the diagnostic 
properties of  soils as independent natural bodies, which is 
quite understandable. However, such a “mixing” simply 
will not happen if  we use genetic (landscape) features as 
differentiating criteria, and diagnostic properties as diag- 
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nostic ones. The fact is that differentiating criteria are con-
sidered to be essential (internal) properties of  objects, 
“which are causes of  many other properties; or, at any rate, 
which are sure marks of  them” (Mill 1882, 872), whereas 
diagnostic ones are considered to be formal (external), in 
many cases, morphological properties of  objects of  classi-
fication, which are determined by differentiating criteria. 
Properties without any content of  essential character can-
not be considered as differentiating (Muir 1962). In addi-
tion, differentiating criteria serve to divide objects into 
classes and subclasses, whereas diagnostic ones serve to 
identify them (Rozova 1986, 18, 25, 95; Subbotin 2001, 28-
29, 55-57). 

It should be emphasized that, following Dokuchaev, 
many soil scientists were in favor of  including genesis in 
SCSs (Basher 1997; Basinski 1959; Cline 1962; Dobro-
vol’skii 2005; Florea 2012; Juilleret et al. 2016; Knox 1965; 
Smith 1983; Sokolov 1991). Explaining this position, Flo-
rea (2012) stresses that genesis “helps to the understanding 
of  the soil cover in landscape, contributing to a more effi-
cient and of  high quality soil survey.” In 1965, Knox 
dreamed of  a SCS based on some kind of  soil-landscape 
units. Another weighty argument for including genesis in 
SCSs is that modern society needs more and more infor-
mation about the environment, including information on 
landscape features (Krasilnikov and Arnold 2009, 329). 
Therefore, the advantage of  many morphological SCSs is 
that they already contain landscape features, however, not 
on a systematic basis. See, for example, the “U.S. Soil Tax-
onomy” (Bockheim et al. 2014; Smith 1986; Soil Survey 
Staff  1999). 
 
4.5  What type and method of  constructing soil  

classification systems is more fruitful? 
 
Another unresolved issue is the type (hierarchical, non-hi-
erarchical) and method of  constructing SCSs. On the one 
hand, it is stated (Nachtergaele et al. 2002): “[R]igid hierar-
chic ranking may result in a false sense of  correctness not 
suited for many of  the soil studies undertaken and often 
leading to a loss of  soil information.” It is also believed 
that hierarchical systems are “subjective, expert-dependent 
structures, which facilitate the search and recall of  objects 
within the system rather than being a reflection of  any real 
organization of  entities into natural groups” (see Krasilni-
kov, Martí and Arnold 2009, 11). On the other hand, hier-
archical structures are considered irreplaceable because 
they “optimize the flow of  information” (Ibáñez and 
Boixadera 2002), may constitute a system of  objective laws 
of  soil formation reflecting their subordination (Sokolov 
1991), and help “to more holistically combine soil for-
mation factors with soil geography and pattern” (Miller 
and Schaetzl 2016). 

As for the method of  constructing SCSs, it is believed 
there are two ways: descending (top-down, segregating, an-
alytic, and usually genetic) and ascending (bottom-up, ag-
gregating, synthetic, non-genetic) (Arnold 2002; Manil 
1959; Muir 1962). Arnold (2002) considers that it is possi-
ble to use both methods. He writes: “it is possible to start 
with the domain and divide it and subdivide it and so on” 
and “it is also possible to group the individuals, then group 
the groups, and so on.” However, there is also another 
point of  view. For example, Sokolov (2004, 176) states that 
“if  we set ourselves the purpose of  creating a classification 
that would be a synthesis of  our knowledge of  soils and 
reflect the basic laws of  soil formation, then it can only be 
built as top-down.” 
 
4.6  How to make soil classification systems  

evolutionary? 
 
There is still no clear answer to the question of  how to 
make SCSs evolutionary3 (dynamic, non-static), although 
the need to resolve this issue is recognized (Basinski 1959; 
Pokrovsky 2014; Rozanov 1977, 4; 1982; Schelling 1970). 
For example, according to Schelling (1970), we currently 
classify “merely momentary glimpses” of  soils, which is 
not enough. To make SCSs evolutionary, Manil (1959) pro-
poses including paleopedological characteristics at the 
lower categories of  SCSs, and Kovda (1973, 377-428) pro-
poses using the soil age and the stages of  soil development 
as criteria for soil division. Mamai (2005) believes that sta-
tistical and dynamic classifications together should consti-
tute one system. Finally, acording to the philosopher Sub-
botin (2001, 61), for the classification system to be evolu-
tionary, it must have a time axis of  coordinates. 
 
5.0  Officially recognized national and international 

and some underdeveloped soil classification  
systems 

 
In the introductory part of  this section, it should be said that 
SCSs are the result of  the consensus among experts and, 
therefore, they are “closed systems,” which are developed, 
adopted, and changed by the institutions responsible for soil 
classification and/or soil mapping (Krasilnikov, Martí, Ar-
nold and Shoba 2009, 35). This distinguishes them from bi-
ological systems that are “open and grow continuously over 
time with the inputs of  the whole scientific community in-
volved in the detection of  new taxa.” It should also be borne 
in mind that, as is in all other sciences, in soil science, classi-
fication organizes the knowledge accumulated at the mo-
ment (Smith 1965). This means that it develops and im-
proves with the development of  soil science, with the ex-
pansion and deepening of  knowledge about soils (Rozova 
1986, 51). 
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Some structure features of  officially recognized na-
tional and international SCSs, as well as some underdevel-
oped SCSs, namely taxonomic levels (or, in accordance 
with contemporary theories of  classification, degrees or 
orders; the same applies to hierarchical levels), levels of  
archetypes and criteria for division of  soils are shown in 
Figures 1 and 2, respectively. In more detail, features of  
these SCSs are described below. 
 
5.1 Common features 
 
In general, SCSs are similar and not fundamentally differ-
ent from each other. They are characterized by the pres-
ence of  taxonomic levels (including levels of  archetypes), 
confusion between differentiating and diagnostic criteria, 
the lack of  objective rules for the selection and ranking of  
criteria for division of  soils, as well as violation of  the rules 
for logical division of  concepts. 
 
5.1.1  Presence of  taxonomic levels, including levels 

of  archetypes 
 
Acording to Shreyder (1983) and Krasilnikov, Martí and 
Arnold (2009, 5-30), almost all SCSs are intuitively based 
on the concept of  archetypes, that is, original central im-
ages or concepts, prototypes of  soils. Many of  the arche-
types existed before the advent of  modern scientific clas-
sification systems. For example, Krasilnikov, Martí and Ar-
nold (2009, 18) explain the meaning of  this term in soil 
classification as follows: 
 

Most natural classifications grew from pre-scientific 
ones, mostly non-verbal concepts of  archetypes … 
At the initial stage of  the development of  modern 
soil classification, soil types in the sense of  V.V. 
Dokuchaev and his successors were archetypes. The 
names of  soil types were mainly borrowed from folk 
soil classifications: the words chernozem, solod, sol-
onetz, rhendzina were used by Russian, Ukrainian 
and Polish peasants for ages. The use of  indigenous 
soil names reinforced the use of  the archetypes in 
scientific soil classifications. 

 
Currently in soil science, archetypes are considered the 
basic taxonomic units, represented mainly by soil types, as 
well as series and reference groups. Archetypes are charac-
terized by sets of  features. For example, in the Russian 
school of  soil science, soils of  the same genetic type are 
similar in: 1) input of  organic substances and their trans-
formation and decomposition; 2) decomposition of  the 
mineral mass and synthesis of  mineral and organo-mineral 
neoformations; 3) migration and accumulation of  sub-
stances; 4) soil profile structure; and, 5) measures to im- 

prove and maintain soil fertility (Rode 1975, 254). In addi-
tion, archetypes form the initial basic taxonomic levels of  
SCSs after which they are grouped and/or divided, form-
ing higher and lower levels. Usually in SCSs, there is only 
one level of  archetypes; two levels (one for landscapes and 
one for soil profiles) are present in SCSs using the concept 
of  soil series related to landscapes and parent materials 
(Krasilnikov, Martí and Arnold 2009, 24-26). Thus, the cre-
ation of  SCSs does not begin from the zero-level repre-
sented by the initial set (universe) of  soils but from the 
archetype levels and then continues in an upward and/or 
downward direction. Most of  the officially recognized 
SCSs have levels obtained because of  dividing archetypes 
and their grouping. For example, in the Russian SCS 
(Shishov et al. 2004) and the “U.S. Soil Taxonomy” (Soil 
Survey Staff  1999), the upper hierarchical levels (sections, 
trunks and orders, sub-orders, respectively) are built by 
grouping archetypes represented by soil types and great 
groups of  soils, respectively, whereas lower levels (sub-
types, genuses and subgroups, families, etc.) are built by 
dividing archetypes. However, this method of  building 
SCSs contradicts the concept of  a hierarchical classifica-
tion system. Therefore, SCSs having levels of  archetypes 
can be called “pseudo-hierarchical,” since they only seem 
to be hierarchical, but, in fact, they are not. 

It should also be said that some SCSs, for example, the 
French SCS (AFES 1998) and the WRB (IUSS Working 
Group WRB 2015) are considered reference databases 
without any or little hierarchy (Krasilnikov, Martí and Ar-
nold 2009, 41). There are also classification systems cre-
ated in the form of  tables, but this can be considered an 
exception to the general rule. An example is the SCS of  
the Republic of  South Africa (Soil Classification Working 
Group 1977). 
 
5.1.2 Confusion between differentiating and  

diagnostic criteria 
 
Differentiating criteria are among the most important clas-
sification elements that determine the success of  the de-
velopment and operation of  a natural classification system 
(Subbotin 2001, 29) and ultimately its scientific character 
(Mill 1882, 872). Differentiating criteria are used for clas-
sification of  objects, and diagnostic criteria are used for 
their identification (classifying). However, in existing SCSs, 
diagnostic criteria or a mixture of  differentiating and diag-
nostic criteria replace differentiating ones. Moreover, in 
most cases, in officially recognized SCSs, diagnostic criteria 
play a leading role in this mixture, whereas in underdevel-
oped SCSs, the opposite is often the case. As a result, these 
SCSs are artificial rather than natural and genetic, and do 
not solve most of  the scientific problems facing soil clas-
sification. 
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Figure 1. Structure features of  some officially recognized national and international SCSs. Note: the book 
by Krasilnikov, Martí, Arnold and Shoba (2009) was used in the preparation of  the figure.  
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Figure 1 (cont.) 
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Figure 1 (cont.) 
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Figure 2. Structure features of  some underdeveloped SCSs. Note: Criteria for division of  soils enclosed in 
square brackets are not directly named as such by the authors of  SCSs but extracted from the explanatory 
notes to these SCSs. 
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Figure 2 (cont.) 
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Figure 2 (cont.) 
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5.1.3 Violations of  the rules for logical division  
of  concepts 

 
When using diagnostic criteria instead of  differentiating 
criteria (or when using a set of  differentiating criteria in-
stead of  a single differentiating one) at a time (that is, when 
dividing one class of  objects), the rules for logical division 
of  concepts are inevitably violated, and this makes the 
classification systems logically incorrect (Armand 1975, 
141-151; Arnold 2002; Sokal 1974). There are many exam-
ples of  such violations in SCSs: 
 

1) in the Russian SCS, at the upper level of  trunks, 
criteria for division of  soils are the ratio of  lithogen-
esis and soil formation and, at the same time, the na-
ture of  parent materials (Shishov et al. 2004);  
2) in the German SCS, at the level of  classes, criteria 
for division of  soils are a similar stage of  soil evolu-
tion and the dominant pedological processes (Ad-
hoc-Arbeitsgruppe Boden 2005); and,  
3) in the WRB, at the level of  reference soil groups, 
they are mainly “characteristic soil features produced 
by primary pedogenetic process, except where spe-
cial soil parent materials are of  overriding im-
portance” (IUSS Working Group WRB 2015, 8).  

 
A rare exception is the SCS proposed by Rozanov (1982), 
which, at least at the upper levels, follows the rules for log-
ical division of  concepts; however, since it has an arche-
type level, it cannot be called purely genetic. 
 
5.1.4  Lack of  objective rules for the selection and 

ranking of  criteria for division of  soils 
 
Currently, there are no objective rules for the selection 
and ranking of  criteria for soil division (Nachtergaele et 
al. 2002); however, according to Rozova (1986, 163), no 
classification system can exist without such rules. Thus, 
it can be concluded that most SCSs are: 1) morphological 
(non-genetic); 2) artificial (not natural); 3) empirical 
(non-fundamental), that is, “based on several factors at 
the same level of  categorization” (Manil 1959); 4) formal 
and descriptive (or descriptive with explanations), since 
“the qualitative diversity of  the analyzed objects is simply 
stated” or partially explained in them (Rozova 1986, 54; 
56-57); 5) pseudo-hierarchical; and, 6) static with some, 
if  any, evolutionary elements. Evolutionary elements are 
present, for example, in the German SCS (Ad-hoc-Ar-
beitsgruppe Boden 2005), which follows the Kubiëna’s 
scheme “from the simplest poorly developed soils to the 
most complex, polygenetic ones” (Krasilnikov and Ar-
nold 2009, 123). Another example is the SCS of  the 
United Kingdom (Avery 1980), in which soil develop- 
ment stages are included at the highest level. 

However, why are SCSs artificial? According to classi-
ology, artificial systems are empirical, not based on a sub-
stantial theory, and simply document the similarities and 
differences between objects (Subbotin 2001, 69-70; Hjør-
land 2017, 111). They only help to achieve the visibility of  
many soils and ensure the effectiveness of  their search; 
however, they do not reveal their nature (Rozova 1986, 
204). In addition, soils in them are not “in an order accord-
ing to their essential character” (Robinson 1950, 153, 
quote according to Muir 1962). According to Kubiëna 
(1958), this means that SCSs are built using a synthetic, ra-
ther than an analytical approach to the criteria for division 
of  soils, and the presence of  archetypes in them confirms 
this. In this regard, Kubiëna (1958, italics in original) notes: 
“Every artificial system of  grouping is only possible by syn-
thesis and by avoiding any kind of  analytical approach.” 
He also emphasizes (1958) the “important role of  analysis 
(in its wider sense) in soil research and the need to avoid 
synthesis as much as possible if  the aim is the establish-
ment of  a natural system of  soils and not just a rapid 
grouping.” 

In conclusion of  this section, it should be added that, 
out of  the officially recognized SCSs, only three cover the 
whole world. These are the “U.S. Soil Taxonomy” (Soil 
Survey Staff  1999), the WRB (IUSS Working Group WRB 
2015) and the French SCS (AFES 1998). The first two 
SCSs are used all over the world, and the third is only po-
tentially suitable for the classification of  world soils 
(Krasilnikov and Arnold 2009, 328). 

 
5.2  Features for which soil classification systems  

differ from each other 
 
The features for which SCSs differ from each other are: 
 
1.  Criteria for division of  soils, which are usually repre-

sented by various “soil and environmental parameters” 
(Baruck et al. 2016, 6), for example, the morphological 
and chemical properties of  soils, characteristics of  cli-
matic and soil regimes, as well as their combinations 
(Krasilnikov, Martí and Arnold 2009, 12; 26); 

2.  Methods for determining and measuring criteria for di-
vision of  soils; 

3.  Archetypes, which are represented by various soil types, 
groups, series, etc.; 

4.  The number of  taxonomic levels; 
5.  Taxonomic names; 
6.  Names of  soils; and, 
7.  Objects that are included in them in addition to soils. 

For example, in addition to terrestrial natural soils, dif-
ferent SCSs include soil-like superficial bodies (suba-
quatic soils, bare rocks, soils strongly transformed by 



Knowl. Org. 46(2019)No.6 

A. A. Nikiforova. Soil Classification 
481

agricultural activities, urban soils, and transported ma-
terials) and their combinations (Krasilnikov and Arnold 
2009, 329). 

 
6.0  Existing proposals for solving soil classification 

problems 
 
To solve soil classification problems, the following is usu-
ally suggested: 
 
– Correlation and harmonization of  officially recognized 

SCSs. In 1998, this task was assigned to the WRB (IUSS 
Working Group WRB 2015), recommended by IUSS as 
a soil correlation system for all soil scientists 
(Nachtergaele et al. 2002). 

– Development of  a theoretical basis for soil classifica-
tion. This is considered one of  the most important 
tasks of  soil science (Ibáñez and Boixadera 2002; 
Sokolov 2004, 165). In this regard, Polynov (1933, 45, 
quote according to Sokolov 2004, 165) notes: “[I]f  the 
classification does not satisfy, then it is obvious that the 
theory is not completely consistent.” Rozova (1986, ab-
stract) expresses a similar position: “The basis of  the 
classification problem is the need to transfer science 
from the empirical stage of  development to the theo-
retical one.” 

– Objectivization of  the soil classification process. On 
the one hand, it is believed that the use of  innovative 
pedometric approaches, usually called objective, should 
greatly assist in the development of  a universal SCS 
(Hempel et al. 2013; McBratney et al. 2003; Michéli et 
al. 2016; Nachtergaele et al. 2002). On the other hand, 
it is believed that the arguments of  pedometricians are 
unjustified, and that “developments in pedometrics 
cannot replace the lack of  theoretical studies” (Ibáñez 
and Boixadera 2002). 

– Development of  improved quantitative diagnostics 
(Hartemink 2015; Krasilnikov and Arnold 2009, 132; 
Nagy et al. 2016). For example, according to Nagy et al. 
(2016), “The application of  faster, efficient, and more 
objective measurements can bring revolution to the 
classification of  soils.” 

– Creation of  SCSs in the process of  mapping and on its 
basis (Rozanov 1977, 4). 

 
7.0 The “soil-landscape classification system” 
 
The analysis of  officially recognized and some underde-
veloped SCSs, as well as definitions of  soils from the point 
of  view of  classiology and the systems approach allowed 
us to identify their disadvantages and propose an interdis-
ciplinary approach to the creation of  a universal SCS (Ni-
kiforova and Fleis 2018; Nikiforova et al. 2019). This ap- 

proach was tested on the example of  the European part 
of  Russia in the process of  multiscale soil-landscape GIS 
mapping (Fleis et al. 2016; Nikiforova et al. 2014; 2018). 
As a result, the scheme of  SLCS was developed, which is 
fundamentally different from the existing SCSs and over-
comes their shortcomings. This can be seen in Figure 3, if  
one compares it with Figures 1 and 2. The main features 
of  SLCS are listed below: 
 
– SLCS is based on the following definitions of  the con-

cepts natural soil and natural landscape developed by 
the author: 
 

Natural soil is a material system and, at the same 
time, a derived element of  a higher order material 
system, namely the natural landscape. Natural 
landscape consists of  both the soil itself  and the 
basic elements—rocks, air, water, and living and 
dead organisms. All landscape elements are mate-
rial substances with homogeneous properties and 
are interrelated and interconnected with each 
other. The boundaries of  natural landscapes and 
associated soils coincide (Mamai 2005, 31; 38). 
This follows from the systemic (that is, from the 
point of  view of  the systems approach) definition 
of  natural soils and landscapes. Therefore, soil is 
a unique landscape element, since only soil arises 
and develops by interaction and interrelation of  
all other elements (Solntsev [1948] 2006). For ex-
ample, air as one of  the basic landscape elements 
cannot arise because of  the interaction and inter-
relation of  soil, water, rocks and organisms; the 
same applies to all other basic landscape elements. 

 
– SLCS combines soil and landscape classification sys-

tems and, therefore, has two classification objects, 
which are at the same time its BUSCs. These objects are 
natural landscape system and its derived element—the 
soil, which is at the same time a self-sufficient system. 

– SLCS is being developed as a complete hierarchy—
from the general to the particular and from top to bot-
tom, starting with the “zero” level, represented by the 
initial sets (universes) of  all-natural landscapes and soils, 
and ending when BUSCs, that is, soil and landscape in-
dividuals, are reached. 

– Its hierarchical levels are not taxonomic and have num-
bers instead of  names. 

– The successive division of  natural landscapes in it is car-
ried out in accordance with differentiating criteria and 
leads to the simultaneous division of  associated soils. 

– The differentiating criteria are determined by the essen-
tial character of  soils, which consists in the fact that 
soils are, on the one hand, material systems, and on the  
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Figure 3. Structure features of  SLCS. 
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other, derived elements of  natural landscapes (material 
systems of  a higher order). At the first three levels of  clas-
sification, differentiating criteria are the main features of  
natural landscape systems, and at lower levels (in classifi-
cation branches with soils), they are essential properties of  
the basic landscape elements. 
 
– Differentiating and diagnostic criteria are separated in 

SLCS. Differentiating criteria determine diagnostic crite-
ria and are used to divide soils and landscapes into classes 
(that is, for their classification). Diagnostic criteria are di-
agnostic properties of  soils and landscapes and are used 
for the identification (classifying) soils and landscapes. 
The relation and subordination of  the concepts de-
scribed above can be represented in the form of  the fol-
lowing chain: essential character of  soils→differentiating 
criteria→diagnostic criteria→diagnostic properties. Di-
agnostic criteria are defined for all developed classes and 
subclasses of  landscapes and associated soils, as well as 
for the soil as such, and presented in an online version of  
SLCS (http://geocnt.geonet.ru/en/landscapes_classifi 
cation_first.step). 

– The selection and ranking of  differentiating criteria are 
subject to the rules developed (Nikiforova et al. 2019). 

– SLCS functions as a classification system, as well as a 
diagnostics system. 

– Due to the separation of  differentiating and diagnostic 
criteria in SLCS, it is possible to identify the relationship 
between the features of  landscapes and the properties 
of  their basic elements, on the one hand, and the diag-
nostic properties of  soils and landscapes, on the other. 
Thanks to this, the USC is able to solve scientific prob-
lems. 

– SLCS integrates information on natural soils and land-
scapes. 

– SLCS forms a new soil and landscape nomenclature, 
which reflects soil and landscape properties. Full names 
of  soils and landscapes are obtained by combining their 
names at all hierarchical levels of  a certain branch. 

– SLCS includes natural terrestrial and bottom landscapes 
with and without soils, which allows determining the 
conditions under which the process of  soil formation 
begins, and, therefore, to find the boundaries beyond 
which soil formation is impossible. 

– SLCS is being developed in the process of  multiscale 
soil-landscape GIS mapping. 

– SLCS pursues both scientific and practical (applied) 
purposes and is, therefore, intended for scholars and 
practitioners in various fields of  human activity who 
use soil and landscape information in their work. 

 
In general, SLCS can be characterized as natural, genetic, 
hierarchical, and static. In the future, it is expected that 

SLCS will combine the basic classification system with 
practical ones and will be interactive. It can also be inter-
active and evolutionary (i.e., have a time axis of  coordi-
nates), which will make it possible to distinguish between 
new and “old” (that is, completed due to changes in the 
properties of  the main elements of  the landscape) diag-
nostic soil properties, which are evidence of  current and 
past soil-forming processes, respectively. In addition, we 
consider SLCS as a basis for a SCS with anthropogenic 
soils and landscapes. All this can significantly contribute to 
the inventory, modeling, and forecasting of  natural soils 
and landscapes. 
 
8.0 Conclusion 
 
It can be concluded that none of  the officially recognized 
national and international and underdeveloped SCSs can 
serve as the basis for creating a universal SCS, because they 
do not achieve most of  scientific purposes that are set for 
them. To solve soil classification problems, an outside per-
spective is needed, that is, the use of  classiology and the 
systems approach. Such an interdisciplinary approach al-
lowed us to identify the causes of  failures in creating a uni-
versal SCS, use both parts of  the second version of  the 
definition of  soils proposed by Dokuchaev (1886) as a ba-
sis for SLCS, overcome most of  the shortcomings of  the 
existing SCSs, and suggest a way to make progress in soil 
classification. 
 
Notes 
 
1.  Rozhkov (2012): “Classiology can be defined as a science 

studying the principles and rules of  classification of  ob-
jects of  any nature. The development of  the theory of  
classification and the particular methods for classifying 
objects are the main challenges of  classiology.” 

2.  Blauberg and Iudin (2000): General systems theory (open 
system) approach is “a trend in methodology based on 
studying objects as systems.” According to von Ber-
talanffy (1968), a system is an entity, consisting of  closely 
interrelated and interacting elements, and a system ele-
ment is a minimal structural system unit with homogene-
ous properties; elements of  material systems are material 
substances. 

3.  In soil science, as in Russian landscape science (Mamai 
2005), there is a fairly clear separation of  genetic and evo-
lutionary classifications. Genetic classifications include 
those in which soils are subdivided into classes and sub-
classes depending on the conditions of  their formation 
(that is, soil-forming factors), and evolutionary those in 
which soils are subdivided depending on the main stages 
of  their formation and development over time. However, 
in other sciences, as a rule, there is no such separation 
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between genetic and evolutionary classifications (see 
Gnoli 2018). 
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Scope 
 

The more scientific data is generated in the impetuous present times, the 

more ordering energy needs to be expended to control these data in a 

retrievable fashion. With the abundance of  knowledge now available the 

questions of  new solutions to the ordering problem and thus of  im-

proved classification systems, methods and procedures have acquired un-

foreseen significance. For many years now they have been the focus of  

interest of  information scientists the world over. 

Until recently, the special literature relevant to classification was pub-

lished in piecemeal fashion, scattered over the numerous technical jour-

nals serving the experts of  the various fields such as: 

 

 philosophy and science of  science 

 science policy and science organization 

 mathematics, statistics and computer science 

 library and information science 

 archivistics and museology 

 journalism and communication science 

 industrial products and commodity science 

 terminology, lexicography and linguistics 

 

Beginning in 1974, KNOWLEDGE ORGANIZATION (formerly IN-

TERNATIONAL CLASSIFICATION) has been serving as a common 

platform for the discussion of  both theoretical background questions 

and practical application problems in many areas of  concern. In each is-

sue experts from many countries comment on questions of  an adequate 

structuring and construction of  ordering systems and on the problems 

of  their use in opening the information contents of  new literature, of  

data collections and survey, of  tabular works and of  other objects of  sci-

entific interest. Their contributions have been concerned with 

 

(1) clarifying the theoretical foundations (general ordering theory/ 

science, theoretical bases of  classification, data analysis and reduc-

tion) 

(2) describing practical operations connected with indexing/classifi- 

cation, as well as applications of  classification systems and the-

sauri, manual and machine indexing 

(3) tracing the history of  classification knowledge and methodology 

(4) discussing questions of  education and training in classification 

(5) concerning themselves with the problems of  terminology in gen-

eral and with respect to special fields. 

Aims 
 
Thus, KNOWLEDGE ORGANIZATION is a forum for all those in-
terested in the organization of  knowledge on a universal or a domain-
specific scale, using concept-analytical or concept-synthetical approaches, 
as well as quantitative and qualitative methodologies. KNOWLEDGE 
ORGANIZATION also addresses the intellectual and automatic compi-
lation and use of  classification systems and thesauri in all fields of  
knowledge, with special attention being given to the problems of  termi-
nology. 

KNOWLEDGE ORGANIZATION publishes original articles, re-
ports on conferences and similar communications, as well as book re-
views, letters to the editor, and an extensive annotated bibliography of  
recent classification and indexing literature. 

KNOWLEDGE ORGANIZATION should therefore be available 
at every university and research library of  every country, at every infor-
mation center, at colleges and schools of  library and information science, 
in the hands of  everybody interested in the fields mentioned above and 
thus also at every office for updating information on any topic related to 
the problems of  order in our information-flooded times. 

KNOWLEDGE ORGANIZATION was founded in 1973 by an in-
ternational group of  scholars with a consulting board of  editors repre-
senting the world’s regions, the special classification fields, and the subject 
areas involved. From 1974-1980 it was published by K.G. Saur Verlag, 
München. Back issues of  1978-1992 are available from ERGON-Verlag, 
too.  

As of  1989, KNOWLEDGE ORGANIZATION has become the 
official organ of  the INTERNATIONAL SOCIETY FOR KNOW- 
LEDGE ORGANIZATION (ISKO) and is included for every ISKO-
member, personal or institutional in the membership fee. 

Annual subscription 2019: Print + online (8 issues/ann.; unlimited 
access for your Campus via Nomos eLibrary) € 359,00/ann. Prices do 
not include postage and packing. Cancellation policy: Termination within 
3 months‘ notice to the end of  the calendar year 

Ergon – ein Verlag in der Nomos Verlagsgesellschaft mbH, Wald-
seestraße 3-5, D-76530 Baden-Baden, Tel. +49 (0)7221-21 04-667, Fax 
+49 (0)7221-21 04-27, Sparkasse Baden-Baden Gaggenau, IBAN: DE05 
6625 0030 0005 0022 66, BIC: SOLADES1BAD 

Founded under the title International Classification in 1974 by Dr. 
Ingetraut Dahlberg, the founding president of  ISKO. Dr. Dahlberg 
served as the journal’s editor from 1974 to 1997, and as its publisher (In-
deks Verlag of  Frankfurt) from 1981 to 1997. 

The contents of  the journal are indexed and abstracted in Social Sci-
ences Citation Index, Web of  Science, Information Science Abstracts, INSPEC, Li-
brary and Information Science Abstracts (LISA), Library, Information Science & 
Technology Abstracts (EBSCO), Library Literature and Information Science (Wil-
son), PASCAL, Referativnyi Zhurnal Informatika, and Sociological Abstracts. 
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