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Abstract: User interest is not static and changes dynamically. In 
the scenario of a search engine, this paper presents a personalized 
adaptive user interest prediction framework. It represents user 
interest as a topic distribution, captures every change of user in-
terest in the history, and uses the changes to predict future indi-
vidual user interest dynamically. More specifically, it first uses a 
personalized user interest representation model to infer user inter-
est from queries in the user’s history data using a topic model; 
then it presents a personalized user interest prediction model to 
capture the dynamic changes of user interest and to predict future 
user interest by leveraging the query submission time in the his-
tory data. Compared with the Interest Degree Multi-Stage Quanti-
zation Model, experiment results on an AOL Search Query Log 
query log show that our framework is more stable and effective in 
user interest prediction. 
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0  Introduction 

User interest is in the center of personalized infor-
mation service systems, such as personalized information 
retrieval system, personalized recommendation system, 
advertising system, etc. This paper focuses on user inter-
est prediction and considers a specific case where the 
user interest is not static, as it changes with time. For 
example, a user may be interested in certain topics for a 
while and then lose interest in them gradually, unless the 
interests are triggered again by external factors.  

There are two challenges in our user interest predic-
tion. Gauging user interest is the first challenge. With 
implicit methods, such as questionnaires or interviews, 
users are reluctant to provide or cannot express their in-
terest accurately [1]. Luckily, explicit rating is a good sub-
stitution for implicit methods in gauging user interest [2]. 
Through explicit rating, user interest can be obtained 
implicitly from their interactions with the system, with-
out asking users to express their interest explicitly. The 
interactions (mouse click activities [3], scrollbar activities, 
keyboard activities, object ratings, spatial information [4,5], 
social network activities [4,6], etc.) are usually stored in 
query logs. In the scenario of search engine, a user has 
his preferred search topic of interest in mind and uses 
query to express the topic [7,8]. Thus the user interest can 
be represented as the favored topic distribution over the 
queries. Topic model, which can discover the “topics” 
that are behind text, is a good tool for user interest pres-
entation [9]. 

Capturing the changes of user interest accurately is 
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the second challenge. Most user interest predictions are 
based on collaborative filtering which hardly considers 
the evidences from the changes of user interest. Other 
user interest predictions apply forgetting mechanism or 
time window mechanism. The two mechanisms can be 
used to trace the changes of user interest: forgetting 
mechanism assigns different weights to the interests in 
different time span, according to a forgetting curve 
which models the decline of memory; the time window 
mechanism holds the view that the recent history data (in 
a certain window size) can reflect user future interest 
more precise so that it can be used to infer user interest. 
However, those researches using time window mecha-
nism or forgetting mechanism only consider the data in 
beginning or in the end of the selected span of historical 
data and neglect other data in the selected span. We hy-
pothesize that using whether either forgetting mechanism 
or time window mechanism, each historical data reflects 
user interest at a single time point and would have poten-
tial impact on the accuracy of user interest prediction. 

In this paper, in response to the two challenges, we 
propose a personalized adaptive user interest prediction 
framework, which represents user interest as a topic dis-
tribution and considers every change of user interest in 
the user historical data for user interest prediction. The 
framework consists of two models: personalized user 
interest representation model and personalized user in-
terest prediction model. The former infers user interest 
using a topic model by analyzing all previous submitted 
queries in a query log; the latter calculates the weights 
accumulatively for user interests by considering every 
data in the selected time span. 

We make several contributions to user interest stud-
ies:  

1) We relieve users of the burden on verbalizing 
their interests: the proposed personalized user interest 
representation model infers user interest from user his-
tory data and the proposed evaluation method constructs 
the ground truth from user history data;  

2) The proposed personalized user interest predic-
tion model can capture the changes of user interests 
without neglecting any history records and use all data 
for user interest prediction;  

3) Our framework has been tested on a real query 
log and the results validate our framework. 

The rest of the paper is organized as follows. Sec-
tion 1 describes the related work and the highlights of 
our work. Details about the two models (personalized 
user interest representation model and personalized user 

interest prediction model) are elaborated in Section 2. 
Experiments and insights from the experiments are dis-
cussed in Section 3. Finally we conclude the whole work 
in Section 4. 

1  Literature Review 

We summarize related work from two aspects (user 
interest representation and user interest prediction), cor-
responding to the two proposed models (personalized 
user interest representation model and personalized user 
interest prediction model) in the framework.  
1.1  User Interest Representation 

User interest behind a Web search can be repre-
sented by the search topics behind a query. Those search 
topics can be derived from query text or user interactions 
with the search engine result pages (SERPs), such as 
click behaviors recorded in the click-through data. 

Using query text only, search topics are derived by 
mapping queries into pre-defined topic categories. Each 
category refers to one distinct topic. Jiang et al[10] used 
the sixteen top-level categories in the Open Directory 
Project (ODP, http://www.dmoz.org/) as the pre-defined 
topic categories. They leveraged a Learning to Rank 
model (LambdaMART) [11] to rank the candidate queries 
in a query auto-completion task with 22 distribu-
tion-based features derived from the distributions of 
categories over queries (the target query and the previous 
issued queries in the same session as the target query). 

Using click-through data, search topic are derived 
as clusters of words [12], Web pages [13] or other query 
related resources [14]. Each cluster refers to one distinct 
topic. More specifically: Sadikov et al[12] mined search 
topics by performing a clustering algorithm on a 
weighted graph where the nodes are the query refine-
ments extracted from the click-thorough data. Based on 
the cluster results, they investigated the drift between 
intents. Duan et al[13] proposed the concept of click pat-
tern for representing search topics. Each click pattern is a 
cluster of clicked Web documents and the clusters are 
identified using an unsupervised divisive clustering algo-
rithm until the average intra-distance of each cluster is 
below a threshold. The click pattern is applied well to 
three applications (query ambiguity measurement, query 
classification and query recommendation). Ren et al[14] 
mined search topics using three types of data sources 
(queries, Web pages and Wikipedia concepts). Their 
proposed heterogeneous graph based clustering algo-
rithm outperforms over several baselines that use one or 
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two types of sources or other clustering methods.  
Our proposed personalized user interest representa-

tion model derives user interest from query text only. 
However, it does not map the search topics into some 
pre-defined topic categories. It generates topic categories 
over query texts using a topic model. 
1.2  User Interest Prediction 

Collaborative filtering is one way for static user in-
terest prediction. Most prior work [15-17] on collaborative 
filtering cannot reflect the changes of user interest unless 
the time factor is considered. More specifically, Lee et 
al[15,16] considered user purchase time, comment time, 
item on sale time and the time span among those time 
point in an e-commerce system. They proved that time 
factors can improve the precision of a recommendation 
system. Pham et al[17] record user participation time in 
the classic user-item model to extend collaborative fil-
tering approach. 

Forgetting mechanism and time window mechanism 
are another two common ways to solve the changes of 
user interest. Time window mechanism neglects the data 
out of the window. However, those data may also reflect 
some user interests and should not be discarded arbitrar-
ily. Maloof et al[18] discussed the selection of historical 
data in time window mechanism. Forgetting mechanism 
overcomes the shortcoming of time window mechanism. 
However, previous works on forgetting mechanism only 
consider the data in the beginning or in the end and does 
not take data at every time point into consideration. For 
example, Zhang et al[19] used the time span between the 
initial comment time and the last comment time of the 
item. Chen et al[20] and Wu et al[21] used the time span 
between the initial comment time and the predict time 
point of the item. 

To the best of our knowledge, Interest Degree 
Multi-stage Quantization (IDMQ) Model [22] is the only 
prediction model that considers all historical data. The 
main idea of IDMQ is expressed in Fig.1. It depicts the 
changes of the weight of an interest for a period of a time. 
In Fig.1, the x-axis refers to time and the y-axis refers to 
the weight of the interest. The curves (k0, k1 and k2) are 
the forgetting curves and have different start points (p0, 
p1 and p2). k0 refers to the original or the initial forgetting 
curve whereas k1 and k2 refer to new forgetting curves 
when the interests are triggered through interactions at 
different time point (t1 and t2), respectively. Both starting 
points (p1 and p2) of k1 and k2 are the sum of two parts:  
1) the remaining interest weight from the past (s1 and s2), 

2) and the newly added interest weight (h1 and h2) due to 
the new interactions at t1 and t2. 

The main idea of our framework is similar to that of 
IDMQ: the new weight of the interest composes of re-
maining weight and newly added weight. However, the 
proposed framework is different in calculating these two 
weights. In the experiment, we set IDMQ as baseline. 

  

 
Fig. 1  Interest degree multi-stage quantization model  

(IDMQ) 
 

2  Methodology 

2.1  Basic Idea 
We assume that an interest will decrease gradually 

and can be triggered due to user’s interactions later. Thus, 
the weight of interest consists of the remaining part (f) 
due to forgetting mechanism, and the newly triggered 
part (g) due to user interactions. 

In our proposed personalized adaptive user interest 
prediction framework, the degree of interest decreasing (f) 
is captured by a forgetting curve and the degree of inter-
est increasing (g) is estimated as the average of his pre-
vious interest weights. 

Here is a case: a user is interested in a new topic at 

0t  with weight 0w  and he conducts some interactions 
related to the same interest at 1t  and 2t , respectively. 
We model the changes of his interest from 2t  to 2t  
using personalized user interest representation model and 
predict his future interest at 3t  using personalized user 
interest prediction model. 

Figure 2 illustrates the basic idea of our framework. 
The three curves in red, blue and green are the forgetting 
curves. Figure 2(b) is similar to Fig. 2(a), but with 
shorter time interval between 1t  and 2t . Due to the 
space limit, we just elaborate Fig. 2(a) more specifically. 
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Fig. 2  Two examples of personalized adaptive user interest prediction framework 
 
Step 1: We model the changes of interest using the 

personalized user interest representation model. From 0t  
to 1t , he loses interest gradually from the average of 
previcus interest weights 0w  as in red curve. At 1t , the 
interest is triggered and the weight is raised to 1w . 1w  
consists of two parts: (1) the remaining interest 1f  cal-
culated from the red forgetting curve and (2) the newly 
added interest 1g  estimated as 0w . From 1t  to 2t , he 
loses interest as in the blue curve. At 2t , the interest is 
triggered again and the weight is changed to 2w . 2w  
consists of two parts: 1) the remaining interest 2f  cal-
culated from the blue forgetting curve and 2) the newly 
added interest 2g  estimated as the average of 0w  and 

1w . As a result, we capture the changes of his interest 
from 0t  to 2t  in yellow dash-dotted line. 

Step 2: We predict the weight of future interest at 

3t  using the personalized user interest prediction model 
with the green forgetting curve. 

The interval between 1t  to 2t  in Fig. 2(a) is larger 
than that in Fig. 2(b) and our model predicts a lower 
weight ( pw ) of the user interest at 3t  in Fig. 2(a) than 

that in Fig. 2(b). It is reasonable that an interest will be 
less important if it takes a longer time to recall. Thus 
Fig.2 shows that our model can capture the impact of 
different interval time of data (e.g. between 1t  and 2t ) 
in predicting user interest. 
2.2  Problem Definition 

Definition 1  The dynamic user interest prediction 
framework is defined as: , , ,F U Z T Q  , where U 

denotes a set of users, Z denotes a set of interest vectors z, 
T denotes a set of time and Q denotes a set of query vec-
tors. In the framework, an interest is represented by an 
interest vector z and a query is represented by a query 

vector q. The framework means user u U  has interest 
Zz  which is derived from query Qq  at time 

t T . For each u U , the framework contains a per-
sonalized user interest representation model and a per-
sonalized user interest prediction model.  

Definition 2  The personalized user interest repre-
sentation model (1) generates the user interest vectors to 
capture the relationship between Z and Q using topic 
model and (2) generates the query vector Qq  for 
each query to capture the relationship between Q and T 
using forgetting curve.  

Definition 3  The personalized user interest pre-
diction predicts future user interests at t T  based on 
personalized user interest representation model of user 
u U . 

Definition 4  An interest vector is an m-dimensional 
vector:

11( , ; ; , )
mz m zz w z wz ,where m is the total num-

ber of topics in the collection, iz  represents an i-th 

topic and 
izw  represents the weight of interest for topic 

iz . The vector is then normalized to be summed to 1. 

Definition 5  A user’s query vector is defined 
as:

11( , ; ; , )
cword c wordword w word wq , where c is the 

number of unique word in the query set, iword  repre-

sents i-th query term in the collection of query terms and 

iwordw  denotes the weight for word 
i

word . 

2.3  Generate User Interest Vector Using Topic 
Model 

Topic model outperforms word co-occurrence based 
clustering or citation-based clustering in topic detection 
and topic tracking [23] and it is a good way for user pro-
filing [6].  

The relationship among topics, query words and 
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query can be presented as ( | )P word query   
( | ) ( | )P word z P z query where query  denotes the query 

text. ( | )P word query  is the distribution of query word 
word over query query . ( | )P word z  is the distribution 
of topic z over query word word . ( | )P z query  is the 
distribution of query query over topic z. Topic model is 
used to obtain ( | )P word z . Latent Dirichlet Allocation 
(LDA) is the most widely used model because of its ca-
pability and low computational complexity. As a result, 
we get ( | )P word z  for every user using LDA. 
2.4  Generate Query Vector Using Forgetting 
Curve 
2.4.1  Set forgetting curve 

From the aspect of function shape [24], we choose 
the exponential function to model the forgetting curve 
for 

i
word . 

1exp{( , ) ,}=
i jzword n nj t tf z              (1) 

According to formula (1), the weight j( , )
iwordf z  

of iword  will be calculated through forgetting mecha-

nism each time when iword  is submitted to search en-

gine.   is the time interval between nt  and 1nt   when 

iword  is submitted to the search engine. 
jz  is the for-

getting factor for topic jz  . 

To get 
jz , we get the distribution of all the time 

intervals over topic jz  and then calculate 
jz  from 0 

to 1 with a step of 0.005 to make sure over 80% 

j( , )
iwordf z  is over 0.2 and around 20% j( , )

iwordf z  is 

around 0.8. This standard is set to ensure a large differ-
ence among j( , )

iwordf z  for a good experiment result. 

2.4.2  Generate query vector 
Recall the premise that user interest will increase if 

iword  is submitted to the search engine at nt , the 

weight iword  of iword will change. The new weight 
( )

i

n
wordw  of iword  at nt  composes of two parts:  
( ) ( , )

i

n
word jf z  which is the remaining weight of word 

iword  from forgetting curve before nt  (in formula (3)), 

and ( 1)
,i j

n
word zg   which is the weight of iword  gained by 

user’s interaction at nt (in formula (4)).  
( ) ( ) ( 1)

,( , )
i i i j

n n n
word word j word zw f z g           (2) 

( )
1( , ) exp{ },

i j

n
word j z n nf z t t              (3) 

1
( )

( 1)
1,

1

1

, 2

0,

1 i

i j

n
k

wordn
kword z

n

w n
g n

≥






 
 

           (4) 

Among Eqs. (2)-(4), Eq. (2) is merely the sum of  
Eq. (3) and Eq. (4). Eq. (3) is based on forgetting 
mechanism and Eq. (4) is the average value of 

iwordw  
before nt . As a result, we can get 

iwordw  at any time 
point in user history query logs. The user probability 

,( )
nj tp z  for jz  at nt  will be the sum of all ( )

i

n
wordw  

from all v words from 1word  to vword  which are re-
lated to topic jz  (Eq. (5)). 

( )
,

1

( )
n i

v
n

j t word
i

p z w


                 (5) 

2.5  Predict User Interest Using Personalized 
User Interest Prediction Model 

After obtaining the probability of user interest in the 
past, we predict user interest 

future,( )j tp z  at future time 

futuret  by changing the parameters in formula (2) to for-

mula (5): If nt  is the last time point in user history 

query logs, we set   as the time interval between nt  

and futuret . 

The final distribution of interest for a single user at 
future time futuret  is the normalized interest vector. The 
normalization can be simply carried by diving the vector 
length. 

3  Experiments 

3.1  Dataset 
A query log of a long period is required to validate 

our framework. However, most query logs are proprie-
tary to commercial companies, apart from four query 
logs (http://jeffhuang.com/search_query_logs.html) and 
one query log from Yandex (https://www.kaggle.  
com/c/yandex-personalized-web-search-challenge/data).  
Among all the open-access query logs, an AOL Search 
Query Log (http://www.cim.mcgill.ca/~dudek/206/Logs/ 
AOL-user-ct-collection/) has the most query records, 
covering the longest log period of three months. 

Thus, we choose the AOL Search Query Log for the 
experiment. More specifically, it consists of 36 389 557 
records of over 650 000 users from March to May in 
2006. Each record has five fields, namely AnonID, Query, 
QueryTime, ItemRank and ClickURL: AnonID is the 
anonymous user unique ID and records with the same 
AnonID are from the same user; Query is the query text; 
QueryTime records the time when user submits the query, 
clicks on a result item, or requests for next “page”. No 
data will be recorded in ItemRank and ClickURL if the 
user does not click on any result item. With the premise 
that user expresses their interests through query and will 
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click on the result item if the query is expressed accu-
rately, 19 442 628 records which have data in five fields 
are extracted, covering 521 682 unique users. Among 
those records, only data in “AnonID”, “Query” and 
“QueryTime” are used. 

However, the individual data is quite sparse that 
most individual users do not contribute lots of records: 
around 49.5% individual users have less than 10 records 
in the whole period. Though the records of the top 20 
individual users only account for 1.11% of all records, 
the 20th individual user only has 2 698 records of 66 
unique queries which are small for generating topic 
models in the proposed Personalized User Interest Rep-
resentation Model. Thus, only records of top 20 users are 
used for the following experiments. 
3.2  Experiment Setup 

We take IDMQ [22] as the baseline.  
Both IDMQ and our framework (MY) are tested on 

individual user with several combinations of different time 
units (1 s, 60 s, 3 600 s, 8 6400 s) and different time proc-
essing methods (Table 1). 

 
Table 1  Time processing method 

Notation Description 
An example 
for output 

0 

Return the smallest integer 
value that is greater than or 
equal to the floating-point 
value 

2 

1 

Return the largest integer 
value that is less than or 
equal to the floating-point 
value 

1 

3 
Return the floating-point 
value 1.5 

 
3.3  Evaluation Metrics 

Most previous researches used recall or mean aver-
age precision (MAP) as the evaluation metrics. However, 
the two measurements require users’ engagement in ex-
pressing their actual interests explicitly in the evaluation 
stage. In terms of privacy, user ID has been coded and no 
user can be contacted. As a result, recall and MAP are no 
longer available and a new evaluation method is proposed:  

1) We split the whole consecutive AOL Search 
Query Log into two parts sequentially, with the first part 
(data in March and April here) being the history data  
and later part (data in May) being the ground truth. 2) On 
the history data, we predict the interest vector for each 
user using our framework and normalize the vector so 
that the values can be added to 1. 3) On the ground truth 

data, we normalize the frequencies of words belonging to 
each topics by dividing the sum of frequencies of all the 
words and take the final results as the actual user interest 
vector. 4) We calculate the cosine similarity between the 
predicted user interest vector and actual user interest 
vector [25]. The higher the Cosine similarity value is, the 
better the prediction result will be. 
3.4  Result and Discussion 

Figure 3 is the results of two models (IDMQ and 
MY) in several combinations of different time units and 
different time processing methods. 

In general, MY statistically significantly outper-
forms IDMQ, and obtains an average cosine similarity of 
0.669 0 whereas IDMQ obtains an average cosine simi-
larity around 0.360 7. A tailed t test for the results of two 
models on each user proves the improvements are statis-
tically significantly different (p＜0.01). MY outputs the 
highest cosine similarity of 0.671 3 when the time unit is 
60 s and the time processing method is 0, whereas IDMQ 
outputs the highest cosine similarity of 0.600 5 when the 
time unit is 86 400 s and the time processing method is 0. 

Also, MY outputs a higher and a more stable pre-
diction than IDMQ. In all combinations of different time 
units and different time processing methods, the cosine 
similarities of MY range between 0.665 1 and 0.671 2 
with a standard deviation of 0.002 4 whereas the cosine 
similarities of IDMQ range between 0.194 1 to 0.600 5 
with a standard deviation of 0.152 1.  

We discuss the results of MY and IDMQ in detail 
from the following two aspects: 

1) Comparison among results within the same time 
unit (1 s, 60 s, 3 600 s or 86 400 s in Fig. 3). 

For three time units (60 s, 3 600 s or 86 400 s), both 
MY and IDMQ with time processing method 0 outper-
forms the other two time processing methods (1 and 3). 
As MY is more stable, the improvements is smaller than 
that of IDMQ. When time unit equals to 1 s, MY outputs 
the same cosine similarity of 0.667 0 in all three time 
processing methods (0, 1 and 3) whereas IDMQ outputs 
the same cosine similarity of 0.195 9 in time processing 
method 1 and 3, which is higher than that in time proc-
essing method 0 (0.194 1). 

2) Comparison among results within the same time 
processing method (0, 1 or 3 in Fig. 3). 

With respect to MY, the results do not change a lot 
when the time unit changes. With respect to IDMQ, the 
larger time unit is, the better prediction accuracy 
achieves.
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Fig. 3  Cosine similarity for two methods 

0, 1 and 3 in the first line under the x-axis denote different time processing method in Table 1, and 1 s, 60 s, 3 600 s, 86 400 s in the second line denote   

different time units

4  Conclusion 

On the premise that user interest will be aroused 

every time when user submit the same or similar queries 

to the search engine, this paper presents a personalized 

adaptive user interest prediction framework: it first uses 

a personalized user interest representation model to infer 

user interest from queries in his history data using a topic 

model; then it uses a personalized user interest prediction 

model to capture the dynamic changes of user interest 

and to predict future user interest by leveraging the query 

submission time in the history data. Experiments on AOL 

Search Query Log show good results. However, more 

efforts can be made to improve the model: 1) Testing the 

model with other prediction models, such Memory-based 

User Profile [26]; 2) Obtaining other latest query logs of 

longer period and validateing the framework on those 

query logs. 
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